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Summary. It is known that symport/antiport P systems with two membranes and min-
imal cooperation can generate any recursively enumerable sets of natural numbers using
exactly one superfluous object in the output membrane, where the output membrane is
an elementary membrane. In this paper we consider symport/antiport P systems where
the output membrane is the skin membrane. In this case we prove an unexpected char-
acterization: symport/antiport P systems with two membranes and minimal cooperation
generate exactly the recursively enumerable sets of natural numbers. The question about
power of purely symport P systems with two membranes and minimal cooperation where
the output membrane is the skin membrane is still open.

1 Introduction

P systems with symport/antiport rules, i.e., P systems with pure communication
rules assigned to membranes, first were introduced in [21]; symport rules move
objects across a membrane together in one direction, whereas antiport rules move
objects across a membrane in opposite directions. These operations are very pow-
erful, i.e., P systems with symport/antiport rules have universal computational
power with only one membrane, e.g., see [12], [15], [13].
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A comprehensive overview of the most important results obtained in the area
of P systems and tissue P systems with symport/antiport rules, with respect to
the development of computational completeness results improving descriptional
complexity parameters as the number of membranes and cells, respectively, the
weight of the rules and the number of objects can be found in [1].

For instance, in [3] one obtains the exact characterization of NRE for sym-
port/antiport P systems with three membranes and minimal cooperation and for
corresponding purely symport P systems.

In [5] one shows that if some P system with two membranes and with minimal
cooperation, i.e., a P system with symport/antiport rules of weight one or a P sys-
tem with symport rules of weight two, generates a set of numbers containing zero,
then this set is finite. After that one proves that P systems with symport/antiport
rules of weight one can generate any recursively enumerable set of natural numbers
without zero (i.e., they are computationally complete with just one superfluous
object remaining in the output membrane at the end of a halting computation).
The same result is true also for purely symport P systems of weight two. Therefore,
one superfluous object is both necessary and sufficient in case of two membranes.

The question about precise characterization of computational power of sym-
port/antiport P systems (purely symport P systems) with two membranes and
minimal cooperation is still open.

Interpreting the result of the computation as the sequence of terminal symbols
sent to the environment, one shows that P systems with two membranes and
symport rules of weight two or symport/antiport rules of weight one generate all
recursively enumerable languages [6].

In this paper we show that P systems with minimal symport/antiport with
two membranes characterize NRE when we consider the output in the skin
membrane rather than the elementary membrane.

2 Basic Notations and Definitions

For the basic elements of formal language theory needed in the following, we refer
to [26]. We just list a few notions and notations: N denotes the set of natural
numbers (i.e., of non-negative integers). V ∗ is the free monoid generated by the
alphabet V under the operation of concatenation and the empty string, denoted by
λ, as unit element; by NRE, NREG, and NFIN we denote the family of recursively
enumerable sets, regular sets, and finite sets of natural numbers, respectively. For
k ≥ 1, by NkRE we denote the family of recursively enumerable sets of natural
numbers excluding the initial segment 0 to k − 1. Particularly, N1RE = {N ∈
NRE | 0 /∈ N}. The families of recursively enumerable sets of vectors of natural
numbers are denoted by PsRE.

2.1 Counter Automata

A non-deterministic counter automaton (see [11], [1]) is a construct



Skin Output in Minimal Symport/Antiport P Systems 101

M = (d,Q, q0, qf , P ) , where

• d is the number of counters, and we denote D = {1, ..., d};
• Q is a finite set of states, and without loss of generality, we use the notation

Q = {qi | 0 ≤ i ≤ f} and F = {0, 1, ..., f},
• q0 ∈ Q is the initial state,
• qf ∈ Q is the final state, and
• P is a finite set of instructions of the following form:

1. (qi → ql, k+), with i, l ∈ F, i 6= f, k ∈ D (“increment” -instruction). This
instruction increments counter k by one and changes the state of the system
from qi to ql.

2. (qi → ql, k−), with i, l ∈ F, i 6= f, k ∈ D (“decrement” -instruction). If the
value of counter k is greater than zero, then this instruction decrements it by
1 and changes the state of the system from qi to ql. Otherwise (when the value
of counter k is zero) the computation is blocked in state qi.

3. (qi → ql, k = 0), with i, l ∈ F, i 6= f, k ∈ D (“test for zero” -instruction). If
the value of counter k is zero, then this instruction changes the state of the
system from qi to ql. Otherwise (the value stored in counter k is greater than
zero) the computation is blocked in state qi.

4. halt. This instruction stops the computation of the counter automaton, and it
can only be assigned to the final state qf .

A transition of the counter automaton consists in updating/checking the value
of a counter according to an instruction of one of the types described above and
by changing the current state to another one. The computation starts in state q0

with all counters being equal to zero. The result of the computation of a counter
automaton is the value of the first k counters when the automaton halts in state
qf ∈ Q (without loss of generality we may assume that in this case all other
counters are empty). A counter automaton thus (by means of all computations)
generates a set of k-vectors of natural numbers. If k = 1, then by N(M) we denote
the corresponding numeric set generated by M .

2.2 P Systems with Symport/Antiport Rules

The reader is supposed to be familiar with basic elements of membrane computing,
e.g., from [23]; comprehensive information can be found in the P systems web page,
[30].

A P system with symport/antiport rules is a construct

Π = (O,µ, w1, . . . , wk, E, R1, . . . , Rk, i0), where

1. O is a finite alphabet of symbols called objects;
2. µ is a membrane structure consisting of k membranes that are labelled in a

one-to-one manner by 1, 2, . . . , k;
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3. wi ∈ O∗, for each 1 ≤ i ≤ k, is a finite multiset of objects associated with the
region i (delimited by membrane i);

4. E ⊆ O is the set of objects that appear in the environment in an infinite
number of copies;

5. Ri, for each 1 ≤ i ≤ k, is a finite set of symport/antiport rules associated with
membrane i; these rules are of the forms (x, in) and (y, out) (symport rules)
and (y, out; x, in) (antiport rules), respectively, where x, y ∈ O+;

6. i0 is the label of a membrane of µ that identifies the corresponding output
region.

A P system with symport/antiport rules is defined as a computational device
consisting of a set of k hierarchically nested membranes that identify k distinct
regions (the membrane structure µ), where to each membrane i there are assigned
a multiset of objects wi and a finite set of symport/antiport rules Ri, 1 ≤ i ≤ k.
A rule (x, in) ∈ Ri permits the objects specified by x to be moved into region i
from the immediately outer region. Notice that for P systems with symport rules
the rules in the skin membrane of the form (x, in), where x ∈ E∗, are forbidden. A
rule (x, out) ∈ Ri permits the multiset x to be moved from region i into the outer
region. A rule (y, out; x, in) permits the multisets y and x, which are situated in
region i and the outer region of i, respectively, to be exchanged. It is clear that a
rule can be applied if and only if the multisets involved by this rule are present in
the corresponding regions. The weight of a symport rule (x, in) or (x, out) is given
by |x|, while the weight of an antiport rule (y, out; x, in) is given by max{|x|, |y|}.

As usual, a computation in a P system with symport/antiport rules is ob-
tained by applying the rules in a non-deterministic maximally parallel manner.
Specifically, in this variant, a computation is restricted to moving objects through
membranes, since symport/antiport rules do not allow the system to modify the
objects placed inside the regions. Initially, each region i contains the correspond-
ing finite multiset wi, whereas the environment contains only objects from E that
appear in infinitely many copies.

A computation is successful if starting from the initial configuration, the P
system reaches a configuration where no rule can be applied anymore. The result
of a successful computation is a natural number that is obtained by counting all
objects present in region i0. Given a P system Π, the set of natural numbers
computed in this way by Π is denoted by N(Π). If the multiplicity of each object
is counted separately, then a vector of natural numbers is obtained, denoted by
Ps(Π), see [23].

By NOPm(syms, antit) we denote the family of sets of natural numbers gener-
ated by P systems with symport/antiport rules with at most m > 0 membranes,
symport rules of size at most s ≥ 0, and antiport rules of size at most t ≥ 0. In the
papers on P systems, following [23], i0 is assumed to be an elementary membrane.
In this paper we will write NskinOPm(syms, antit) if i0 is the skin membrane. Any
unbounded parameter m, s, t is replaced by ∗. If t = 0, then we may omit antit.
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3 Main result

Theorem 1. NskinOP2(sym1, anti1) = NRE.

Proof. We simulate a counter automaton M = (d,Q, q0, qf , P ). Recall that M
starts with empty counters. We also suppose that all instructions from P are
labeled in a one-to-one manner with elements of {1, . . . , n} = I, n is a label of the
halt instruction and I ′ = I \{n}. We denote by I+, I−, and I=0 the set of labels for
the “increment” -, “decrement” -, and “test for zero” -instructions, respectively.
We also use the following notation: C = {ck}, k ∈ D and Q′ = Q \ {q0}.

We construct the P system Π1 as follows:

Π1 = (O, [1 [2 ]2 ]1, w1, w2, E,R1, R2, 1),
O = E ∪ {L, T1, T2, P2, J1, J2, J3} ∪ {bj | j ∈ I} ∪ {dj | j ∈ I ′},
E = Q′ ∪ C ∪ {aj | j ∈ I} ∪ {a′j , ej | j ∈ I ′} ∪ {J0, P1} ∪ {Fi | 0 ≤ i ≤ 9},

w1 = q0LJ1J2J3,

w2 = T1T2P2

∏

j∈I

bj

∏

j∈I′
dj ,

Ri = Ri,s ∪Ri,r ∪Ri,f , i = 1, 2.

We code the counter automaton as follows:
Region 1 will hold the current state of the automaton, represented by a symbol

qi ∈ Q and also the value of all counters, represented by the number of occurrences
of symbols ck ∈ C, k ∈ D, where D = {1, ..., d}.

We split our proof into several parts that depend on the logical separation of
the behavior of the system. We will present the rules and the initial symbols for
each part, but we remark that the system we present is the union of all these parts.
The rules Ri are given by three phases:

1. START: preparation of the system for the computation.
2. RUN: simulation of instructions of the counter automaton.
3. END: terminating the computation.

The parts of the computations illustrated in the following describe different
phases of the evolution of the P system. For simplicity, we focus on explaining
a particular phase and omit the objects that do not participate in the evolution
at that time. Each rectangle represents a membrane, each variable represents a
copy of an object in a corresponding membrane (symbols outside of the outermost
rectangle are found in the environment). In each step, the symbols that will evolve
(will be moved) are written in boldface. The labels of the applied rules are written
above the symbol ⇒.
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1. START.
We use the following idea: in our system we have a symbol L which moves

from region 1 to the environment and back in an infinite loop. This loop may be
stopped only if all stages are completed correctly.

R1,s = {1s1 : (L, out), 1s2 : (L, in)}.
R2,s = ∅.

Notice that some rules are never executed during a correct simulation: applying
them would lead to an infinite computation. To help the reader, we will underline
the labels of such rules in the description below.

2. RUN.

R1,r = {1r1 : (qi, out; aj , in) | (j : qi → ql, ckγ) ∈ P, γ ∈ {+,−, = 0}}
∪ {1r2 : (qf , out; an, in)}
∪ {1r3 : (bj , out; a′j , in) | j ∈ I ′}
∪ {1r4 : (aj , out;J0, in), 1r5 : (J1, out; bj , in) | j ∈ I}
∪ {1r6 : (J0, out;J1, in)}
∪ {1r7 : (a′j , out; ck, in) | (j : qi → ql, ck+) ∈ P}
∪ {1r8 : (a′j , out) | j ∈ I− ∪ I=0}
∪ {1r9 : (dj , in) | j ∈ I+ ∪ I=0}
∪ {1r10 : (ck, out; dj , in) | (j : qi → ql, ck−) ∈ P}
∪ {1r11 : (J3, out; dj , in) |∈ I−}
∪ {1r12 : (J3, out;J1, in)}
∪ {1r13 : (dj , out; ej , in) | j ∈ I ′}
∪ {1r14 : (ej , out, ql, in) | (j : qi → ql, ckγ) ∈ P, γ ∈ {+,−,= 0}}
∪ {1r15 : (bn, out; F0, in)}
∪ {1r16 : (#, out), 1r17 : (#, in)}.

R2,r = {2r1 : (bj , out; aj , in), 2r2 : (aj , out; J2, in) | j ∈ I}
∪ {2r3 : (aj , out;J1, in) | j ∈ I}
∪ {2r4 : (dj , out; a′j , in) | j ∈ I ′}
∪ {2r5 : (a′j , out; ck, in) | (j : qi → ql, ck = 0) ∈ P}
∪ {2r6 : (a′j , out; ej , in) | j ∈ I=0}
∪ {2r7 : (a′j , out;J1, in) | j ∈ I=0}
∪ {2r8 : (ej , out; dj , in) | j ∈ I=0}
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∪ {2r9 : (ej , out;J1, in) | j ∈ I=0}
∪ {2r10 : (dj , in) | j ∈ I+ ∪ I−}
∪ {2r11 : (a′j , out) | j ∈ I+ ∪ I−}
∪ {2r12 : (J2, out; bj , in) | j ∈ I ′}
∪ {2r13 : (J2, out; J1, in), 2r14 : (#, out;J0, in)}.

First of all, we mention that if during the phase RUN object J3 comes to
the environment by rules 1r11, 1r12 (Scenario 0), it remains there forever and
cannot move object L to region 2 (during the phase END), thus to stop the infinite
loop. So, the computation never halts.

Let us explain the synchronization of aj coming to the environment and bj

leaving the environment: the first one brings J0 into region 1 while the latter
brings J1 into the environment; then rule 1r6 returns J0 and J1 to their original
locations.

If aj comes to the environment without bj leaving it or bj is in region 1 or 2
at that moment (it is possible after applying rules 2r3, 2r7, 2r13), J1 remains in
region 1 (or 2) and J0 comes to region 1 and after that in region 2 by rules 1r4,
2r14 (Scenario 1), thus causing an endless computation since 1r16 and 1r17 are
always applicable.

If bj leaves the environment without aj coming there, J0 remains in the envi-
ronment and J1 comes there (Scenario 2), so 1r12 is applied and J3 comes to
the environment. The computation never halts, see scenario 0.

Scenario 3 takes place when two symbols aj and symbol bj , j ∈ I appear in
region 1 and in the environment accordingly. In this case rules 1r4,1r5 will be
applied, and rule 1r4 two times. Thus, two symbols J0 appear in region 1 and rule
2r14 will be applied eventually. The computation never halts, see scenario 1.

We also mention that applying rule 1r11 causes scenario 0 (this is a case of
modeling a “decrement”-instruction, there is no ck in region 1); applying 2r5 leads
to scenario 3 (this is a case of modeling a “test for zero”-instruction, there is some
ck in region 1), and applying 2r7 and 2r9 eventually causing scenario 1. Therefore,
in order for a computation to halt, no underlined rules should be applied.

We will now consider the “main” line of computation. We explain the behavior
of simulating the instruction (j : qi → ql, ckγ). Index s stands for any possible
instruction associated to state ql.

“Increment” -instruction:

qlajasa
′
jejckJ0 qiJ1J2J3 bjdj# ⇒1r1 qlqiasa

′
jejckJ0 ajJ1J2J3 bjdj# ⇒2r1

qlqiasa′jejckJ0 bjJ1J2J3 ajdj# ⇒1r3,2r2 qlqiasbjejckJ0 a′jJ1ajJ3 J2dj#

⇒1r4,1r5,2r4 qlqiajasejckJ1 bjdjJ0J3 J2a′j# (A)
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⇒1r6,1r13,2r11,2r12 qlqiajasdjckJ0 J1J2a′jejJ3 bj# ⇒1r7,1r9,1r14

qiajasa
′
jejJ0 qldjJ1J2J3ck bj# ⇒1r1,2r10 qlqiaja

′
jejJ0 asJ1J2J3ck bjdj#

In that way, qi is replaced by ql and ck is moved from the environment into region
1. Notice that symbols aj , bj , a′j , dj , ej , J0, J1, J2 have returned to their original
positions. Symbol dj returns to region 2 in the first step of the simulation of the
next instruction (the last step of the illustration).

“Decrement” -instruction:

(i) There is some ck in region 1:

We consider configuration (A) above with symbol ck in region 1.

qlqiajasejJ1 bjdjJ0J3ck J2a′j# ⇒1r6,1r13,2r11,2r12

qlqiajasdjJ0 J1J2a′jejJ3ck bj# ⇒1r8,1r10,1r14 qiajasa
′
jejckJ0 qlJ1J2J3dj bj#

⇒1r1,2r10 qlqiaja
′
jejckJ0 asJ1J2J3 bjdj#

In the way described above, qi is replaced by ql and ck is removed from region 1
to the environment. Notice that symbols aj , a′j , bj , dj , ej , J0, J1, J2 have returned
to their original positions. Symbol dj returns to region 2 in the first step of the
simulation of the next instruction (the last step of the illustration).

(ii) There is no ck in region 1:

Again we start with configuration (A).

qlqiajasejJ1 bjdjJ0J3 J2a′j#

⇒1r6,1r13,2r11,2r12 qlqiajasdjJ0 J1J2a′jejJ3 bj# ⇒1r8,1r11,1r14

Now rule 1r11 will be applied, leading to an infinite computation (see scenario 0).

“Test for zero” -instruction:
qi is replaced by ql if there is no ck in region 1, otherwise a′j in region 2

exchanges with ck in region 1 and the computation will never stop.
(i) There is no ck in region 1:

We consider configuration (A) above.
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qlqiajasejJ1 bjdjJ0J3 J2a′j# ⇒1r6,1r13,2r12 qlqiajasdjJ0 J1J2ejJ3 a′jbj#

⇒1r9,2r6 qlqiajasJ0 djJ1J2J3a′j ejbj# ⇒1r8,2r8 qlqiajasa
′
jJ0 ejJ1J2J3 bjdj#

⇒1r14 qiajasa
′
jejJ0 qlJ1J2J3 bjdj#

In this case, qi is replaced by ql. Notice that symbols aj , a′j , bj , dj , ej , J0, J1, J2

have returned to their original positions.

(ii) There is some ck in region 1:
Consider configuration (A) with object ck in region 1:

qlqiajasejJ1 bjdjJ0J3ck J2a′j# ⇒1r6,1r13,2r5,2r12

Now applying rule 2r5 leads to an infinite computation.

qlqiajasasa
′
sdjJ0J0 J1J2a′jejJ3 bjbsck# ⇒1r8,1r9,1r14

qiajasasa
′
ja
′
sejJ0J0 qldjJ1J2J3 bjbsck# ⇒1r1,1r13

qlqiajasa
′
ja
′
sdjJ0J0 asejJ1J2J3 bjbs# ⇒1r14,2r1

qiajasa
′
ja
′
sejJ0J0 bsqlJ1J2J3 asdj# ⇒1r1,1r3,2r2

qlqiaja
′
jbsejJ0J0 asasa′sJ1J2J3 dj#

So, scenario 3 takes place and the computation never halts.

3. END.

R1,f = {1f1 : (T1, out; F1, in)} ∪ {1f2 : (Fi, out; Fi+1, in) | 1 ≤ i ≤ 8}
∪ {1f3 : (T2, out; P1), 1f4 : (P2, out), 1f5 : (F0, out; P2, in)}.

R2,f = {2f1 : (T1, out; F0, in), 2f2 : (F0, out), 2f3 : (T2, out;F0, in)}
∪ {2f4 : (P1, in), 2f5 : (P1, out;J1, in), 2f6 : (P1, out;J2, in)}
∪ {2f7 : (P1, out; J3, in), 2f8 : (J3, out;L, in), 2f9 : (P2, out; F9, in)}.

Once the counter automaton reaches the final state, qf is in region 1 and it
exchanges with object an (rule 1r2) and object F0 will be moved to region 1 in
several steps (rules 1r15).

It takes T1 and T2 to region 1, in either order. The duty of T2 is to bring P1

from the environment to region 2, where P1 pumps objects J1, J2, J3 from region 1
to region 2. If on the previous steps of simulation of counter automaton M object
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J3 was moved to the environment (by rules 1r11, 1r12), scenario 0 takes place
and the computation never halts, as there is only one possibility to stop an infinite
loop with object L, i.e. to move it to region 2 by rule 2f8.

T1 starts a chain of exchanges of objects Fi, as a result object F9 will be
moved to region 1 and then object P2 will be moved to the environment, where
it pumps object F0 to the environment. So, at the end of the computation there
are only objects ck, k ∈ D in region 1. The entire simulation shows the inclusion
N(Π1) ⊇ N(M).

The converse inclusion also holds because the system may only halt if it has
correctly simulated a computation of the counter automaton (according to the
design of the system) from state q0 to state qf , while if behavior of M is not sim-
ulated correctly, then the computation never halts and hence does not contribute
to N(Π1). This shows that P systems with two membranes and symport/antiport
rules of weight one with the output in the skin membrane generate all recursively
enumerable sets of natural numbers. Since the power of such systems cannot exceed
that of Turing machines, the statement of the theorem is an equality. ut

4 Conclusions

In this paper we prove the new result that any recursively enumerable set of nat-
ural numbers is generated by symport/antiport P systems with two membranes
and minimal cooperation where the output membrane is the skin membrane. It
contrasts with the previous result where an elementary membrane is used as the
output membrane, where at least one superfluous object is necessary in the out-
put membrane in order to get universality. Thus we answered the question of
Francesco Bernardini about computational power of symport/antiport P systems
with two membranes and minimal cooperation where the output membrane is
the skin membrane. The question about power of purely symport P systems with
two membranes and minimal cooperation where the output membrane is the skin
membrane is still open.
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Riscos-Núñez, F.J. Romero-Campero, D. Sburlan, Eds.) RGNC TR 01/2005, Uni-
versity of Seville, Fénix Editora, Sevilla (2005) 249–262.
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