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Summary. P systems are a biologically inspired model introduced by Gheorghe Paun
with the aim of representing the structure and the functioning of the cell. P systems are
usually equipped with the maximal parallelism semantics; however, since their introduc-
tion, some alternative semantics have been proposed and investigated.

We propose a semantics that describes the causal dependencies occurring between
the reactions of a P system. We investigate the basic properties that are satisfied by such
a semantics. The notion of causality turns out to be quite relevant for biological systems,
as it permits to point out which events occurring in a biological pathway are necessary
for another event to happen.

1 Introduction

Membrane computing is a branch of natural computing, initiated by Gheorghe
Paun with the definition of P systems in [22, 23, 24]. The aim is to provide a formal
modeling of the structure and the functioning of the cell, making use especially of
automata, languages and complexity theoretic tools.

Membrane systems are based upon the notion of membrane structure, which
is a structure composed by several cell-membranes, hierarchically embedded in a
main membrane called the skin membrane. A plane representation of a membrane
structure can be given by means of a Venn diagram, without intersected sets and
with a unique superset. The membranes delimit regions and we associate with
each region a set of objects, described by some symbols over an alphabet, and a
set of evolution rules.

In the basic variant, the objects evolve according to the evolution rules, which
can modify the objects to obtain new objects and send them outside the membrane
or to an inner membrane. The evolution rules are applied in a maximally parallel
manner: at each step, all the objects which can evolve should evolve.

A computation device is obtained: we start from an initial configuration, with
a certain number of objects in certain membranes, and we let the system evolve.
If a computation halts, that is no further evolution rule can be applied, the result
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of the computation is defined to be the number of objects in a specified membrane
(or expelled through the skin membrane). If a computation never halts (i.e. one
or more object can be rewritten forever), then it provides no output.

Since their introduction, plenty of variants of P systems have been introduced,
and a lot of research effort has been carried out, expecially concerned with the
study of the expressivity and the universality of the proposed models and with the
ability to solve NP-complete problems in polynomial time.

The aim of this work is to start an investigation of the causal dependencies
arising in among reactions occurring in P systems. The main motivation for this
work comes from system biology, as the understanding of the causal relations
occurring between the events of a complex biological pathway could be of precious
help, e.g., for limiting the search space in the case some unpredicted event occurs.

In this paper we concentrate on P systems with cooperative rules, namely
systems whose evolution rules are of the form w — v, representing the fact that
the objects in u are consumed and the objects in v are produced.

The study of causal semantics in concurrency theory is quite old. For example,
the study of a causal semantics for process algebras dates back to the early nineties
for CCS [20] (see, e.g., [13, 11, 18]), and to the mid nineties for the m-calculus [21]
(see, e.g., [3, 5, 14, 15]).

To the best of our knowledge, the only other works that deal with causality in
bio-inspired calculi with membranes and compartments are the following. In [7] a
causal semantics for the Mate/Bud/Drip Brane Calculus [9] is proposed. In [17]
a causal semantics for Beta Binders [26, 27] — based on the 7-calculus semantics
and on the enhanced operational semantics approach of [15] — is defined. One of
the main differences between Beta Binders on one side, and Brane Calculi and P
systems on the other side, is that the membrane structure in Beta Binders is flat,
whereas in Brane Calculi and in P systems the membranes are nested to form a
hierarchical structure.

The paper is organized as follows. After providing some basic definitions in Sec-
tion 2, in Section 3 we define (cooperative) P systems. Section 4 recalls a detailed
definition of maximal parallelism semantics that will be used in the following to
provide a comparison between the causal and the maximal parallelism semantics.
Section 5 is devoted to the definition of the causal semantics; after an informal
introduction, a formal definition is provided, and finally some result on the prop-
erties enjoyed by the causal semantics are given. Section 6 reports some conclusive
remarks.

2 Basic Definitions

In this section we provide some definitions that will be used throughout the paper.

Definition 1. Given a set S, a finite multiset over S is a function m : S — IN
such that the set dom(m) = {s € S|m(s) # 0} is finite. The multiplicity of
an element s in m is given by the natural number m(s). The set of all finite
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multisets over S, denoted by My, (S), is ranged over by m. A multiset m such
that dom(m) = 0 is called empty. The empty multiset is denoted by ().

Given the multisets m and m', we write m C m’ if m(s) < m/(s) for all s € S
while @ denotes their multiset union, i.e., m&m/(s) = m(s)+m/(s). The operator
\ denotes multiset difference: (m \ m’)(s) = if m(s) > m/(s) then m(s) — m/(s)
else 0. The scalar product, j-m, of a number j with m is (j - m)(s) = j- (m(s)).
The cardinality of a multiset is the number of occurrences of elements contained
in the multiset: |m| =3 _sm(s).

The powerset of a set S is defined as P(S) = {X | X C S}.

Definition 2. Let m be a finite multiset over S and X C S. The multiset m|x
is defined as follows: for all s € S, m|x(s) = m(s) if s € X, and m|x(s) =0
otherwise.

Definition 3. A string over S is a finite (possibly empty) sequence of elements in
S. Given a string u = x1...xy,, the length of u is the number of occurrences of
elements contained in u and is defined by |u| = n.

With S* we denote the set of strings over S, and w,v,w,... range over S.
Given n > 0, with S™ we denote the set of strings of length n over S.

Given a string w = x1 ...z, and i such that 1 <i <n, with (u); we denote the
i-th element of u, namely, (u); = ;.

Given a string u = x1...T,, the multiset corresponding to u is defined as
follows: for all s € S, my(s) = |{i | x; = s A1 < i < n}|. With abuse of notation,
we use u to denote also m,,.

Definition 4. With S x T we denote the Cartesian product of sets S and T, with
XS, n > 1, we denote the Cartesian product of n copies of set S and with x}_,.5;
we denote the Cartesian product of sets Si,...,S,, i.e., S1 X ... x S,. The ith
projection of (x1,...,xy) € X' 1S; is defined as m;(x) = xz;, and lifted to subsets
X C xP185; as follows: mi(X) = {mi(z) | x € X}.

Given a binary relation R over a set S, with R™ we denote the composition of
n instances or R, with RT we denote the transitive closure of R, and with R* we
denote the reflexive and transitive closure of R.

3 P Systems

We recall the definition of catalytic P systems without priorities on rules. For a
thorough description of the model, motivation, and examples see, e.g., [8, 12, 22,
23, 24]. To this aim, we start with the definition of membrane structure:

Definition 5. Given the alphabet {[,]}, the set MS is the least set inductively
defined by the following rules:

o [|eMS
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o if i, o, ... by €EMS, n>1, then [uy ... un] € MS

We define the following relation over MS: x ~ y iff the two strings can be
written as r = [1. .. [2. . .}2 “e [3. . .}3 . .]1 and Yy = [1. .. [3. . .}3 N [2. . .}2 . .]1 (i.e.,
if two pairs of parentheses that are neighbors can be swapped together with their
contents).

The set M S of membrane structures is defined as the set of equivalence classes
w.r.t. the relation ~*.

We call a membrane each matching pair of parentheses appearing in the mem-
brane structure. A membrane structure i can be represented as a Venn diagram,
in which any closed space (delimited by a membrane and by the membanes imme-
diately inside) is called a region of p.

Definition 6. A P system (of degree d, with d > 1) is a construct
= V,uw?, ..., w5 Ry,...,Rqio), where:

1.V is a finite alphabet whose elements are called objects;

2. p is a membrane structure consisting of d membranes (usually labelled with i
and represented by corresponding brackets [; and ];, with 1 < i < d);

3w, 1 <i < d, are strings over V associated with the regions 1,2,...,d of y;
they represent multisets of objects present in the regions of u at the beginning
of computation (the multiplicity of a symbol in a region is given by the number
of occurrences of this symbol in the string corresponding to that region);

4. R;, 1 < i < d, are finite sets of evolution rules over V associated with the
regions 1,2,...,d of u; these evolution rules are of the form u — v, where u
and v are strings from (V x {here,out,in})*;

5.19 € {1,...,d} specifies the output membrane of II.

The membrane structure and the multisets represented by w?, 1 <i < d, in IT
constitute the initial state' of the system. A transition between states is governed
by an application of the evolution rules which is done in parallel; all objects, from
all membranes, which can be the subject of local evolution rules have to evolve
simultaneously.

The application of a rule © — v in a region containing a multiset m results in
subtracting from m the multiset identified by u, and then in adding the multiset
defined by v. The objects can eventually be transported through membranes due
to the targets in and out (we usually omit the target here).

The system continues parallel steps until there remain no applicable rules in
any region of IT; then the system halts. We consider the number of objects from
V contained in the output membrane iy when the system halts as the result of the
underlying computation of II.

! Here we use the term state instead of the classical term configuration because we will
define a (essentially equivalent but syntactically) different notion of configuration in
Section 5.
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We introduce a couple of functions on membrane structures that will be useful
in the following:

Definition 7. Let p be a membrane structure consisting of d membranes, labelled
with {1,...,d}.

Given two membranes © and j in p, we say that i is contained in j if the
surface delimited by the perimeter of i in the Venn diagram representation of u is
contained inside the perimeter of j.

We say that i is the father of j (and j is a child of i) if the membrane j is
contained in i, and no membrane exists that contains j and is contained in .

The partial function father : {1,...,d} — {1,...,d} returns the father of a
membrane i, or is undefined if i is the external membrane.

The function children : {1,...,d} — P({1,...,d}) returns the set of children
of a membrane.

For example, take p = [1[2[3 |3]2 [4 Ja]1; then, father(2) = father(4) = 1,
father(3) = 2 and father(1l) is undefined; moreover, children(4) = ( and
children(1) = {2,4}.

4 Maximal Parallelism Semantics for P Systems

In order to compare the classical maximal parallelism semantics with the causal
semantics, in this section we recall a detailed definition of the computation of a P
system, proposed in [4], where a maximal parallelism evolution step is represented
as a (maximal) sequence of simple evolution steps, which are obtained by the
application of a single evolution rule.

Throughout this section, we let IT = (V,p,w?, ... ,w27R1, ..., Rg4,i0) be a P
system.

To represent the states of the system reached after the execution of a non
maximal sequence of simple evolution rules, we introduce the notion of partial
configuration of a system. In a partial configuration, the contents of each region is
represented by two multisets:

e The multiset of active objects contains the objects that were in the region at
the beginning of the current maximal parallelism evolution step. These objects
can be used by the next simple evolution step.

e The multiset of frozen objects contains the objects that have been produced in
the region during the current maximal parallelism evolution step. These objects
will be available for consumption in the next maximal parallelism evolution
step.

Definition 8. A partial configuration of II is a tuple ((w1,w1),. .., (wq,Wq)) €
Xa(V* x V*).

We use x4 (w;,w;) to denote the partial configuration above.

The set of partial configurations of IT is denoted by Confr;. We use v,v', 71, - ..
to range over Confi.
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In the above definition, wy,...,wy represent the active multisets, whereas
w1, ..., Wy represent the frozen multisets.

A configuration is a partial configuration containing no frozen objects; config-
urations represent the states reached after the execution of a maximal parallelism
computation step.

Definition 9. A configuration of IT is a partial configuration x%_, (w;,w;) satis-
fying the following: w; =0 fori=1,...,d.
The initial configuration of IT is the configuration x¢_,(w?,0) .

The size of a partial configuration is the number of active objects contained in
the configuration.

Definition 10. Let v = x%_, (w;,w;) be a partial configuration. The size of ~y is
d
#(7) = 2izy [wil-

The execution of a simple evolution rule is formalized by the notion of reaction
relation, defined as follows:

Definition 11. The reaction relation — over Confy; x Conf is defined as fol-

lows:
xL (wi, w;) — xL, (wh,w)) iff there exist k, with 1 < k < d, an evolution
rule w — v € Ry and a migration string p € {1,... ,d}'”‘ such that
o uC wg
o w=wp\u
o Vi:1<i<dandi#k implies w;=w;
o Vj:1<j<|v| the following holds:

- if ma((v);) = here then (p); =k

~ if ma((v);) = out then (p); = father(k)?

~ if ma((v);) =in then (p); € children(k)3
o Vi,1<i<d:w,=wr®Bi<jcp) (p),=k)i

Note that the size of a configuration represents an upper bound to the length
of the sequences of reactions starting from that configuration. Hence, infinite se-
quences of reactions are not possible.

Proposition 1. Let v be a configuration. If v —™ ~" then n < #(7).

The heating function heated transforms the frozen objects of a configuration
in active objects, and will be used in the definition of the maximal parallelism
computation step.

Definition 12. Let xL_, (w;, w;) be a partial configuration of II.
The heating function heated : Conf; — Confr is defined as follows:
heated( x4, (w;, w;)) = x4 (w; © w;, 0)

ZAspedl,..., d}lvl, this implies that father(k) is defined.
3 This implies that children(k) is not empty.
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Now we are ready to define the maximal parallelism computational step =

Definition 13. The maximal parallelism computational step & over (nonpartial)
configurations of II is defined as follows: v1 = o iff there exists a partial config-
uration v such that y1 —1 ', v v/ and 2 = heated(v').

An operational semantics for P systems with maximal parallelism semantics
has been defined for P systems in [1, 2, 10]. The main difference w.r.t. our ap-
proach is concerned with the fact that, while in this Section a maximal parallelism
computational step is defined as a maximal sequence of reactions, in [1, 2, 10] no
notion of reaction is provided, and the notion equivalent to the maximal parallelism
computational step is defined directly by SOS rules [25]. A detailed comparison of
the two approaches is beyond the scope of the present paper and deserves further
investigation.

5 A Causal Semantics for P Systems

In this section we provide a causal semantics for cooperative P systems. To define
a causal semantics, we follow the approach used in [18] for CCS, and in [3] for the
m-calculus.

5.1 An informal explanation

The idea consists in decorating the reaction relation with two pieces of information:

e a fresh name k, that is associated to the reaction and it is taken from the set
of causes IC;

e a set H C K, containing all the names associated to the already occurred
reactions, that represent a cause for the current reaction.

To keep track of the names of the already occurred reactions that may represent
a cause for the reactions that may happen in the future, we introduce a notion
of causal configuration that associates to each object an information on its causal
dependencies. As in [3], for the sake of clarity we only keep track of the so called
immediate causes, as the set of general causes can be reconstructed by transitive
closure of the immediate causal relation. We will provide more explanation on this
point with an example in the following part of the paper.

Now we start with an informal introduction of causality in P systems. Consider
the following system with a unique membrane:

I, = ({a,b,¢,d,e, f}, 1 ]1,ae,{a = be,c — d,e — f},1).

If we consider the reaction relation — defined in the previous section, we have
that the system II; can perform either a reaction obtained by the application of
the rule a — bc followed by a reaction obtained by the application of rule e — f,
or a sequence of two reactions where the application the rule e — f is followed by



180 N. Busi

the application of a — bc. The applications of the two rules are independent, in

the sense that all the objects consumed by both the rules are already present in

the initial configuration. Hence, the two rules can be applied in the same maximal

parallelism step, and no one of the rules is causally dependent on the other one.
Consider now the system

I, = ({a,b,¢,d,e, f},[1 ]1,a,{a = be,c — dye — [}, 1),

obtained from II; by removing object e from the initial state. In this case, only
rule a — bc can be applied. After the application of such a rule, an instance of
object c is created by the application of rule a — bc. Now, a further reduction step
can be performed, consisting in applying rule ¢ — d. However, the applications of
the two rules a — bc and ¢ — d cannot be swapped, and the two rules cannot be
applied in the same maximal parallelism computational step. This is because the
object ¢ consumed by rule ¢ — d has been produced by rule a — be. In this case,
we say that the reduction step consisting in the application of rule ¢ — d causally
depends on the reduction step consisting in the application of rule a — be.

If we consider again system I1;, we have that, after the application of the two
rules a — bc and e — f, the rule ¢ — e can be applied, and it is caused by the
application of rule a — bc.

We would like to note that the causal semantics is in some sense “finer” than the
maximal parallelism step semantics, as it permits to identify exactly which rule(s)
represent a cause for the execution of another rule. Consider, e.g., the system

II5 = ({a,b,c,d,e, f},[1 ]1,ae,{a = be,cf — d,e — f},1).

According to the maximal parallelism semantics, the two systems cannot be dis-
tinguished, as both can perform a maximal parallelism step containing two rules
(i.e.,, {a — be,e — f}), followed by a maximal parallelism step containing a sin-
gle rule (resp. {¢ — d} for IT; and {cf — d} for II3). On the other hand, if we
consider the causal semantics, we have that the application of rule ¢ — d in II;
causally depends only on one of the two rules applied in the previous maximal
parallelism step, i.e., a — bc, whereas the application fo the rule ¢f — d in I3
causally depends on both the rules applied in the previous maximal parallelism
step.

5.2 The formal definition of causal semantics

In this section we provide a formal definition of the notions introduced in the
previous section.

Let K be a denumerable set of cause names, disjoint from the set V' of objects.

Throughout this section, we let IT = (V,pu,w?, ... ,wg,Rl, ..., Rg4,i0) be a P
system.

To be able to define the set of causes of a reaction, we proceed in the following
way: we associate a fresh (i.e., never used before) cause name to each reaction
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performed in the system. Then, each instance of object in a configuration of the
system is decorated with the causal name of the reaction that produced it, or with
() if the object is already present in the initial configuration.* To keep track of such
causal information, we introduce the notion of causal configuration fo a system.

Definition 14. A causal configuration of IT is a tuple z1, ..., zq4, where z; € (V x
P(K))* fori=1,...,d.

We use x&_,z; to denote the causal configuration above.

The set of causal configurations of II is denoted by CConfry.

We use v,v',71, ... to range over CConfr.%

Let w? =0i10i2...0ip, fori=1,...,d. The initial causal configuration of II
is the configuration x¢_(0;1,0)(0;2,0)...(0in,,0) .

For example, ((a,0)(e,?)) represents the initial causal configuration of the P
system II; in the previous subsection, and ((b, k1)(c, k1)(e,?)) represents another
configuration of IT;, reached after the firing of rule a — bc (for the sake of clarity
we omit the surrounding braces if the set of causes is a singleton).

Now we are ready to define the causal semantics for P systems. We write

¥ B, ~" to denote the fact that system IT in configuration v performs an action
— to which we associate the cause name h — that is caused by the (previously
occurred) actions whose action names form the set H. The cause name h is a fresh
name: this means that it has not been used yet in the current computation.

The execution of an evolution rule is formalized by the notion of causal reaction
relation.

Before providing the definition of causal reaction relation, we need some aux-
iliary definitions.

Definition 15. The function drop : (V x P(K))* — V* removes the causality
information:

drop(e) =¢

drop((o, H)w) = o drop(w)

The function drop is extended to configurations in the obvious way:
drop(x,z;) = x4 drop(z)

The function causes : V x P(K))* — P(K) produces the set of causal labels in
a string:
causes(e) = ()
causes((o, H)w) = H U causes(w)

4 For homogeneity with other classes of P systems, actually we decorate each object with
a — possibly empty — set of cause names, even if, in the class of P systems considered
in this paper, a single cause name is sufficient.

5 With abuse of notation, we use v,7’,71, ... to denote both partial configurations and
causal configurations. It will be clear from the context to which kind of configuration
we are referring to.
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The function deco : V* — V x P(K))* decorates each object in a string with a
given set of causal labels:

deco(e, H) =
deco(ow, H) = (o, H)deco(w, H)

S«

Definition 16. The causal reaction relation ~“% over CConfrg x CConfyg is
defined as follows:

x4z mE, xd_, 21 iff there exist k, with 1 < k < d, a stringw € (V x P(K))*,

an evolution rule u — v € Ry and a migration string p € {1,..., d}‘”| such that
e u=drop(w)

e H = causes(w)

o wC z

o 2z =z, \ wddeco(v,{h})

. Vj 1 <4< |v| the followmg holds:

if ma((v);) = here then (p); =k
~ if ma((v);) = out then (p); = father(k)®

if ma((v);) = in then ( ); € children(k)”
Vi,l<i<dandi#k:z,=2z® @1<J<‘ l (p)]_i((v)j,h)

5.3 Properties of the causal semantics

The causal semantics for the class of P systems considered in this paper enjoys
some nice properties.

The first property is the retrievability of the maximal parallelism step seman-
tics from the causal semantics. According to such a property, there is no loss of
information when moving from the maximal parallelism to the causal semantics,
as we can reconstruct the maximal parallelism semantics of a system by looking
at its causal execution:

Theorem 1. x¢_, (w;,0) & x%_,(w!,0) is a mazimal parallelism computational

step if and only if there exist v,7 € CConf(II), hy,...,hy, Hy,...H, such that
drop(y) = xL; (w;, 0)
drop(v') = x{_; (w},0)
h1;H1 hn;Hn, /
hi & H; forallzg 1<z]<n

e if there esist h, H such that ~' PH then there exists i such that 1 <i<n and
h; e H

The other property is the so-called diamond property, stating that if two non-
causally related actions can happen one after the other, then they can happen also
in the other order, and at the end they reach the same system.

6 As pe{1,...,d}", this implies that father(k) is defined.
" This implies that children(k) is not empty.
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hasH hios H. )
Theorem 2. If y——", ' —~2%,.7" and hy ¢ Hy then there erists a causal
. hosH h1;H
configuration v such that y—="2,, 4"~ 4"

6 Conclusion

In this paper we tackled the problem of defining a causal semantics for a basic class
of P systems. We think that the study of the causal dependencies that arise between
the actions performed by a system is of primary importance for models inspired by
the biology, because of its possible application to the analysis of complex biological
pathways.

This paper represents a first step in this direction, but a lot of work remains
to be done. For example, if we move to other classes of membrane systems, such
as, e.g., P systems with promoters and inhibitors, we have to deal with more in-
volved causal relations among reactions, and it could happen that some of the
properties enjoyed by the causal semantics for basic P systems presented in this
work no longer hold. Another interesting research topic is the investigation of the
causal semantics for classes of P systems whose membrane structure is dynamically
evolving (e.g., we can consider dissolution rules, duplication, gemmation or either
brane-like operations). Once we have completed the definition of a causal seman-
tics for systems with an evolving structure, we will start investigating the causal
dependencies arising in biological pathways involving membranes, such as, e.g.,
the LDL Cholesterol Degradation Pathway [19], that was modeled in P systems
in [6].
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