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Interactions of monetary policies in SEEC in an EMU context. A Global VAR model.
(Focusing on the Bulgarian Case)

Mr Petros Golitsis
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Abstract. This paper/thesis discusses the interactions of monetary policies in the Southeastern European Countries (SEEC) in a European Monetary Union (EMU) context, by modelling via a Global Vector Autoregressive Model (G-VAR) the interdependencies arising between the member states and the related financial institutions and authorities. The EMU and its relation to monetary or economic policy interactions has been heavily and effectively researched by numerous researchers including, indicatively, the Nobel laureate Mundell (1961) who theoretically and empirically considered and examined the effects of monetary and fiscal policies coordination on real output, interest rates and exchange rates with the aim of increasing the benefits that could arise from an optimum currency area (OCA). A G-VAR model for SEE, however, has not been applied and foreign exchange reserves have not yet been considered within such a contextual framework. There is a gap to fill in on the theoretical and empirical relation of the aforementioned variables using econometrics and we will do so by using a multi-simultaneous equations system with weak exogeneity i.e. a G-VAR. The incorporated variables are: the foreign exchange reserves, the exchange rates, the growth approximated by the industrial production index (I.P.I.), the inflation rate approximated by the consumer price index (C.P.I.) and the monetary policy which is quantified through interest rates and specifically by the money and market rate. The variables that will be treated as weakly exogenous within the G-VAR system are the euro and the money and market rate. The frequency of the data is monthly and will cover the period from 2000 to 2015. The analysis is conducted with the use of secondary data which is acquired through publicly available published data and reports from Central Banks, the European Central Bank (ECB), Eurostat, OECD and the World Bank. The European Countries that are considered are Greece, Romania, Bulgaria, Serbia and FYROM. The European Monetary Union and its role are captured and quantified by the related interest rate which is also the money and market rate. The main task of the project is to capture the transmission mechanism from the monetary to real economy by considering the role and the importance of stability promoted by the usage and adequacy of international reserves in the case of SEE countries, which adds to the understanding of the economic policy effect on real and nominal variables, improves and suggests a better macroeconomic policy design and also adds to the efficiency of the implementation of monetary policy capturing complexities that are related to OCA. This part of the thesis focuses on the Bulgarian Case through a VAR model.
Keywords: Foreign exchange reserves, exchange rates, industrial production index (I.P.I.), consumer price index (C.P.I.), monetary policy, interest rates, money and market rates, monetary transmission mechanism, G-VAR, unit root, cointegration, Granger Causality, lag length criteria, impulse response functions (IRF), Variance decomposition (VDC), generalized forecast error variance decompositions (GFEVD) and generalized impulse response functions (GIRF), Bulgaria.

1. Introduction

1.1 Literature review and research objectives

The main idea behind this research is to use and model macroeconomic and financial variables in the case of the region of Southeastern Europe (SEE) in its relation to European Monetary Union (EMU), using a Global Vector Autoregressive Model (G-VAR). The investigated variables are the foreign exchange reserves, exchange rates, industrial production index (I.P.I.), consumer price index (C.P.I.) and the monetary policy approximated by the money and market rate. This thesis will initially focus on the existing literature and on the research questions and objectives, and then on the related literature review that will address the investigated variables, both for the SEE countries and the EMU. Then it will proceed on the applied methodologies that are being used within this broader area of monetary economics and international monetary and economic relations and interactions. Indicatively the methodologies and the tests that will be elaborated include Vector Autoregressive models (VAR), Vector Error Correction Model (VECM), G-VAR, lag length criteria and impulse response functions (IRF’s). The main aim of this thesis is the implementation and the interpretation of the results of the proposed and properly justified G-VAR methodology and its extensions i.e. global impulse response functions (GIRF’s) and global variance decomposition (GVDC) for Greece, Romania, Bulgaria, Serbia and FYROM in an EMU context. The frequency of the data is monthly and will cover the period from 2000 to 2015.

The group of Southeastern European Countries (SEEC), the European Monetary Union (EMU) and the European Union (EU), are all facing challenges that seem to be unprecedented in the areas of finance, sovereign debt crisis and its related management within an EMU context, policy coordination and even geopolitical changes and threats. The global financial crisis, known as the Great Recession, that occurred in 2008 in USA was transformed through the credit crunch, the liquidity squeeze and the massive changes of capital flows into a debt crisis in EU and
specifically in EMU. The structure of EMU, coupled with the policies chosen, for the given differences of a non-integrated economic union, led to an instability that stresses further the differences of the agents that we are interested in this thesis i.e. the SEE countries, the EMU and the European Union (EU). It is important to note that the countries of Greece, Romania, Bulgaria, Serbia and FYROM could be split into three groups: EMU members, EU members, and none of the above, a fact that by its own underlines the complexity of the topic. The policy options seem to be rather limited too and the co-existence and coordination of the member states seems to be a challenge that must be addressed.

Within the context of this topic, the modelling G-VAR framework will capture the dependence of the economies and the importance of the flows and spillover effects that are being generated by the co-movements in the monetary policies across SEE and EMU. This thesis will consider both monetary policy ‘coordination’ and monetary policy ‘discretion’ to capture the differences between the member states, and through this to improve, if applicable or to the best possible degree, the efficiency of economic policy making and macroeconomic policy design that can be achieved through coordination. The topic of economic policy coordination is thoroughly addressed by the literature, indicatively or conventionally starting with the paper of Cooper (1969) that considers the international framework within which an increasing economic integration occurs. Kydland and Prescott (1977) accumulated on the above extensions and implications including optimization sets and rules, commitment to pre-chosen decisions and possible and applicable discretion of economic policy. The main and the more important stream of this literature address the tradeoff between ‘rules vs discretion’ that consider both single-country and multi-country approach. A detailed literature and the evaluation of this stream is effectively provided by Kehoe (1987) and Curie and Levine (1985), but it could consider a rather early one from our current perspective.

While the majority of researchers have concentrated on the above, this thesis seeks to apply from a different perspective a G-VAR methodology, an approach that studies the monetary transmission mechanism and channels, in their relation to exchange rate framework in terms of reserves, regimes and currency fluctuations, and on their impact on real and nominal economy, that to the best of our knowledge, contributes and fills in the existing gaps in the literature of SEE. Specifically, the proposed methodology for this topic in this area has not been used and thus allows us to capture and clarify further the interdependencies between the SEE countries in their relation to E.M.U. The aim is towards understanding further the transmission mechanism of monetary policy to real economy variables in the case of different even though neighboring and economically linked countries. It has to be noted that a related approach was used by Dragomirescu-Gaina and Phillipas (2015), who studied the effects and the interactions of fiscal, instead of monetary which is used in our case, policies in the E.U. context, by modelling additionally the interdependencies
arising between the private and the public sector, without additionally, compared to this thesis, paying special attention to SEE countries, E.U. and none E.U. ones.

Specifically, to further clarify the objectives, the aim of this study could initially be summarized in the following research question:

*What is the role of monetary policies in which countries are embedded, on sustaining economic and financial stability and promoting real growth in SEE within an EMU context?*

The main research question furthermore could be disaggregated into secondary questions. The secondary research questions, both theoretical and empirical, are:

1. What are the different transmission mechanisms by which the monetary effect through the money and market rate, foreign exchange reserves and exchange rates contributes to real and nominal economy as they are approximated by the industrial production index and indirectly by the consumer price index respectively?
2. To what extent does each transmission path affect the nominal and the real performance of the economy?
3. What is the “ideal” level of foreign exchange reserves that SEE countries should hold?
4. Is it a proper decision for the SEE countries to eventually join E.M.U. following the Greek example or not?

The aforementioned research questions could be further split or related to the following research objectives of this thesis which are:

RO1: To identify and analyse the monetary transmission mechanism and its channels in the case of SEE in an EMU context.
RO2: To analyse the main concepts, tools and developments in international reserve (foreign exchange reserve) practices in relation to financial stability and monetary efficiency.
RO3: To show that the stability of international reserves in the long run is a prerequisite towards an E.M.U. entrance and the broader co-integration of SEE with E.M.U. and E.U.
RO4: To test and relate foreign exchange reserves with the stability of the exchange rate regimes and exchange rate values overtime in the case of South Eastern Europe (SEE).
RO5: To identify and analyse the factors that drive exchange rates in the Balkans (South Eastern Europe). The theories of purchasing power parity (PPP), interest rate
parity (IRP) will be tested and will be related to real economic performance and if applicable to foreign exchange reserves.

RO6: To evaluate and measure the stability of exchange rate regimes in SEE countries.

RO7: To draw macroeconomic policy design recommendations for SEE Central Banks and governments.

The main methodology that will address these research objectives is G-VAR, i.e. a type a simultaneous equation system which is suitable, as it will be discussed and justified later, for this multi-country case in the context of EMU.

At the empirical level, it has to be noted, that this thesis incorporates the above, and to the best of our knowledge, a G-VAR model has not been used to address the transmission mechanism and its relation to aforementioned variables in the case of SEE and furthermore in their relation to the EMU.

Overall, the objective of this thesis is, first, to develop a model that associates the international reserves not only with exchange rate regimes, but additionally with real and nominal variables like IPI and CPI respectively and second, to do so in relation to economic policy and especially monetary policies in the case of South Eastern European countries (SEEC) within a broader context of and in relation to the European Monetary Union (EMU). The conclusions of this work are expected to be incorporated into further theory building within the broader area of monetary economics focusing both on monetary transmission mechanism and foreign exchange regimes and reserves.

2. Literature review

The primary interest of this literature review is to determine how the monetary transmission mechanism works and to show how a nominal variable like interest rates eventually alters the performance of real economy that could be approximated indicatively by Industrial production index (IPI), considering the Consumer Price Index (CPI) as an additional link between the real and the nominal economy. CPI could be seen as a key variable that at the same time absorbs a part of the monetary ‘waves’ and also works as an indicator that quantifies the relation of the accumulated productivity of an economy to realized and demanded output. Thus, it must be considered as a ‘bridge’ variable within the final simultaneous system of equations that will allow us to determine the dynamics, the channels and the ‘Granger causalities’ of the system as a whole, which means that it must be included and reviewed. The aforementioned variables are related directly and indirectly to exchange rates, exchange rate regimes and the maintained foreign exchange reserves of the central banks (CBs) and thus these variables must be reviewed too, by
considering the related literature within the context and the research interests of the investigated topic.

Thus, within this literature review part, we will initially present and elaborate the monetary transmission mechanism focusing on money and market rates and issues related to monetary policy ‘coordination’ and monetary policy ‘discretion’, and then we will proceed to foreign exchange reserves and regimes to establish the framework that will allow us to make a synthesis of the aforementioned variables that will enable us to better capture their effect or their relation to the real and nominal economy as they are approximated by the IPI and CPI respectively.

2.1 Monetary transmission mechanism

Within this framework we will initially focus on a monetary policy overview and we will then proceed to the monetary transmission mechanism, addressing separately both the interest rate channel and the credit channel. It has to be noted that financial markets and information asymmetry will be considered too. Current monetary paradigms based on nominal anchors, Inflation-targeting as a dominant monetary paradigms and exchange rate targeting as intermediary monetary targets will act as channels relating all parts of this research. The level of pass-through as a criterion for determining the exchange rate regime and the euroization (dollarization) as it is applicable in some SEE countries will be addressed, given that it is an inevitable aspect of the monetary policy in the emerging markets like the one of FYROM, but of Bulgaria and Serbia too.

Defining the mechanism: the monetary transmission

According to Taylor (1995) the monetary transmission mechanism is the “process through which monetary policy decisions are transmitted into changes in real GDP and inflation” (p. 11). Broadly speaking we could define the mechanism as the process that incorporates the effect of nominal to real variables and vice versa. Researchers in order to explain and capture the tendencies of the monetary mechanism impose emphasis on and are interested in variables like interest rates, money supply in its relation to monetary base, exchange rates and asset prices. Also within this context, the role of financial institutions and banks is taken under consideration. More specifically econometricians that aim to capture and quantify the relationship between the monetary policy shocks and the real output, focus mainly on three types of variables: the exchange rates, the short-term interest rates and the long-term rates too.

Boivin et al. (2010) have provided a literature review of the ways that monetary policy is conducted and they have focused on how the monetary
transmission mechanism works. Analytically, central banks purchase specific assets that vary over-time or over-space and they do so partially expecting the ‘markets’ to buy the greater proportion. They could aim indicatively to cause an influence on consumption through wealth effects something that could be understood within the broader context of open market operations. A recent change of monetary policy conducting from the central banks involves the purchase of different type of assets that are related, apart from corporate bonds, to real estate assets (mortgages) something which is done by focusing mainly on the prices of the assets instead of their evaluation (Issing, 2011).

Devereux and Engel (2007) focus on exchange rate fluctuations within the context of monetary transmission mechanism. They stress that even though domestic goods and services are price sticky, in domestic currency terms, the nominal exchange rate changes alter the value of the real exchange rate. These changes according to the aforementioned researchers are incapable of capturing the comparative prices of identical or similar products internationally and thus they could vary significantly. This could be attributed to the fact that the ‘pass-through’ of the exchange rates to retail prices is rather limited and thus the fluctuations tend to be around to the real exchange rate. However, it would be good to note that the ‘pass-through’ to the prices of some intermediate goods could be statistically significant and thus it could cause an effect on expenditure patterns. Overall, Devereux and Engel (2007) capture the ‘trade-off’ that seems to exist between the exchange rate volatility (which could increase the expenditure significantly) and, on the other hand, the inefficiency of it when it is around the real exchange rate (within the PPP context), signals towards the implementation of fixed exchange rate regime or the entrance to a currency union like the euro zone.

It has been noted that in developing countries or countries that are under international aid and programs the monetary transmission mechanism seems to be rather unstable and consequently less effective, something which is attributed to underdeveloped or undercapitalized financial intermediaries. For example, Fetai (2013) focuses on the macroeconomic effects of economic policy, both monetary and fiscal, and their supplementary role in stabilizing the economy in the case of a small open economy (FYROM).

2.1.3 The Interest rate channel

Nominal and real interest rates tend to vary based on the changes of ‘rational expectations’ and the stickiness of goods and wages (Taylor, 1995). The theory supports that at least in the short-run, an increase both in the nominal interest and the exchange rate could lead to a subsequent rise of the real interest and real exchange rate, respectively. On the other hand, in the long-run, real interest and real exchange rates reach their ‘equilibrium’ along the adjustment of prices and expectations. Given
that prices tend to be sticky (mainly downwards) inflation tends to persist in not changing at least in the case that the change of interest rates is not that persistent or unexpected.

Researchers, including Calvo et al. (1995) support that monetary stability can be sustained in the case of an open economy by setting a nominal anchor that could be either the nominal exchange rate or the money supply. Such a neoclassical claim is counter-argued by researchers that support that institutions, at least in the short-run, target real variables like the real exchange and the real interest rate.

The “interest-rate smoothing” i.e. the frequent and relatively small change of the interest rate could be inefficient due to the fact that the macroeconomic policy tends to work with an inertia and to such a large extend (Sack and Wieland, 2000). However, minor adjustments of the short-run interest rate are commonly being used by CBs. The aforementioned scholars support that the interest rate ‘smoothing’ could be efficient or even better close to an optimum if three criteria are met: first, the ‘forward looking’ behaviour of all market participants, second, if the measurement of the ‘error’ is related and reset according to some of the main macroeconomic variables takes place, and third, if the involved uncertainty that concerns the main structural parameters is also implemented. On top of that, their CBs also consider the forward-looking expectations, uncertainty related to data, and last but not least, involved uncertainty in the parameters.

Overall, the key optimization question that CBs must answer is: how often and to what degree the interest rate should be altered for its given relation to the main macroeconomic variables? Taylor (1995) claims that the solution is an ‘interest rate rule’ that is based on changes of two key variables that are the result of the taken differences of four variables, i.e. the difference between the realized and the targeted inflation, and the difference between the nominal and the potential or trend output. It is good to note here that the trend or potential output is not an actual variable but a proxy that is the result of the average growth. Furthermore, the variation of the real exchange rate suggests inverse changes in net exports (deflated one) and thus altering the real output too. Differently stated, aggregate consumption and fixed capital formation (investment) as part of the real output are negatively related to the real interest rate.

2.2 Foreign exchange rates: the regimes, the reserves and the value

Literature on foreign exchange reserves and foreign exchange shows that there is no “ideal” “correct” exchange rate regime for all countries at all times (Frankel, 1999) and that the concept of “ideal”-optimal reserves is apart from multi-factorial, dynamic and not of primary importance if other key macroeconomic variables are co-integrated between the member states that make a union.
Exchange rate stability is considered to be a prerequisite for economic and financial integration, but also it could be used, in its relation to international reserves, as an index that can capture the condition and the dynamics of an economy within the broader context and the evolution of the European Monetary Union. Key economic variables like international reserves, inflation, expected inflation, growth rates, output gaps and interest rates, to name but a few, and key theories like Purchasing Power Parity, Interest Rate Parity and Balance of Payments, are interrelated one to another and all could be used in order to understand the stability of exchange rate regimes and the related stationarity of the exchange rates that could lead in the medium or in the long run to a real economic and financial integration of SEE countries to European Union (E.U.).

The above mentioned variables and theories are related to macroeconomic policy design and its implications in a bi-directional manner, i.e. running in both ways, a fact that further increases the complexity of the topic. It is important to note, that such a complexity that goes along with lag issues too, can be quantified and addressed to its details with a GVAR model. A model that according to Ericsson and Reisman (2012) depicts several interesting features from multiple potential channels for the international transmission of macroeconomic and financial shocks, to a standardized economically appealing choice of variables for each country or region examined that captures the systematic treatment of long-run properties through cointegration analysis, and by preserving at the same time the flexible dynamic specification through Vector Error Correction Modelling (VECM).

2.2.1 Optimum Currency Area (OCA)

One of the key points of this research is to conclude if the non eurozone members of SEE should eventually join EMU and in order to answer such a question we have to initially review the concept of the Optimum Currency Area (OCA) that was introduced in the literature by Mundell (1961). An OCA, or alternatively known as OCR (optimal currency region) is any geographical region that would be better off economically (i.e. economic efficiency would be maximized) if the region as a whole ended up sharing a single common currency. It focuses on the optimal characteristics that would allow the merger of currencies to occur and thus the creation of a new currency would be realized. This theoretical concept is commonly used to argue if a region could become a currency union or not, something that could be seen as one of the final stages in economic integration and not as a step towards it, as it seems to be the case of the EMU. No need to state that OCA is expected to be larger than a single country. According to Baldwin and Wyplosz (2004) euro was created based on the argument that individual European countries do not form an optimal currency area on their own, but Europe as a whole does. The OCA theory has been used extensively
in recent years in the case of EMU and EU and it is commonly argued (indicatively see Krugman (2015) and Ricci (2008)), that the region did not meet the criteria for an OCA to occur and that happened not only at the time the euro was introduced but also on the coming years. The economic ‘difficulties’ that the area is facing are attributed to this and to the collective failure of EMU and EU to move towards an actual OCA.

It would be interesting to provide here a statement of the famous economist Milton Friedman that opposed the idea before its implementation. He stated in *Times* (November 19, 1997):

*Europe exemplifies a situation unfavourable to a common currency. It is composed of separate nations, speaking different languages, with different customs, and having citizens feeling far greater loyalty and attachment to their own country than to a common market or to the idea of Europe.*

Friedman and other scholars stress the obvious, that these differences impose a real constraint on the key factor of the procedure towards an OCA, which is the labour mobility. Thus, even if EU meets some measures that characterize an OCA, the low labour mobility (an enormously low one compared to USA) combined with the fact that the region seems not to be willing to move towards a fiscal federalism that could mitigate the regional economic differences and the different ability of each part of the zone to absorb internal and external shocks. Some authors though argue that the EU and EMU crisis pushed towards more federalization in a fiscal policy context (Caporaso et al., 2014).

### 2.2.2 Foreign exchange reserves

Another important issue that must be addressed in its relation to the aforementioned variables is the one of the international reserves and specifically the foreign exchange reserves (also known as forex reserves). It has to be noted that reserves seem to be of a greater than expected importance in the case of relatively small, weak and historically not that stable economies and countries, like the ones in South Eastern Europe including Greece, apart from Bulgaria, Romania, Serbia and FYROM. Thus, the optimal level of international reserves, given that they enhance not only the economic but the broader stability of the country, must be considered. Indicatively at this introductory stage, Jeanne and Ranciere (2011) address this issue for emerging market economies. Their primary focus is to determine the optimal level of international reserves for a small open economy that seeks insurance against sudden stops in capital flows, something that really interests the specific investigated countries of this research, given that the supposedly more strong country of SEE i.e. Greece, experienced such an incident in 2015 in a very hard form. The sudden stop of capital flow in the case of Greece ended up to capital controls and other forms of
financial and capital limitations. Such an incident has also occurred in the broader region, and specifically in Cyprus in 2013. The aforementioned authors propose a formula that could determine that "ideal" level.

The financial crisis and the depletion of sizable international reserves, from 'fear of floating' to the 'fear of losing international reserves' is elaborated by Aizenman and Sun (2012) in a rather creative and coherent way. The size of international reserve depletion during the global 2008–2009 crisis, where only about half of the emerging markets drew down their reserves as part of the adjustment mechanism, is discussed and explained. The exchange market pressure and absorption by international reserves, the related emerging markets, and the fear of reserve loss during the 2008–2009 crisis is also discussed by Aizenman and Hutchison (2012) where they evaluate how the global financial crisis emanating from the US was transmitted eventually to emerging markets, a transmission that really interests this thesis given that it focuses on the monetary policy effect and the transmission channels or mechanism from EMU to SEE countries. The monetary transmission mechanism that attempts to explain how policy-induced changes in the nominal money stock or the short-term nominal interest rate impact real variables such as aggregate output and employment will be analysed and will be tested using the proposed methodology of G-VAR for each SEE country separately. The variables that will be used respectively are the short-term nominal interest rate approximated as stated before by the money and market rate, and from the real economy the IPI as a proxy for growth.

The optimal value of international reserves both in emerging and industrialized countries is related or even directly linked to exchange rates and the respective concept of balance of payments that is related in its turn to interest rates. Thus, the importance of other factors like balance of payments and interest rates that are related to the stability of exchange rate must be stressed and this will be done at this introductory stage by focusing on some influential articles of this area. The balance of payment constrained growth and convergence is elaborated, both from a theoretical and from an empirical perspective, by Garcimartin et al. (2014). The authors "dare" to challenge the balance of payments constraint hypothesis that was developed by Thirwall (1979). The commonly "accepted" i.e. "not rejected" hypothesis has been empirically supported ever since. The challengers support that this hypothesis fails to interpret correctly the necessary conditions in order for convergence to occur. They aim to construct a model that is able to reconcile the balance-of-payments-constraint hypothesis with convergence (their work is applied to Organization for Economic Cooperation and Development (OECD) countries). The balance of payments constraint and hypothesis as an explanation of international growth rate differences was also presented by the aforementioned researcher. This influential paper had been supporting and showing since then that if long-run balance of payments equilibrium on current account is a requirement, then a country's long run growth rate can be approximated by the ratio of the growth of exports to the income
elasticity of demand for imports. Even though this ratio is not going to be used directly, but via interest rate, inflation rate and IPI differential between the tested countries, the shocks and possible disequilibrium will be addressed quantitatively within the G-VAR and specifically by using the global variance decompositions (GDCs) and the global impulse response functions (GIRFs). The G-VAR methodology is able to capture the ‘Granger causalities’ in their bidirectional or unidirectional “patterns” between the SEE countries and EMU and can quantify how sudden changes of the money and market rate of EMU countries can alter the performance of nominal and real variables of these countries.

International reserves and the global financial crisis are presented also by Dominguez et al. (2012). This study examines whether pre-crisis international reserve accumulations, as well as exchange rate and reserve policy decisions made during the global financial crisis, can help to explain cross-country differences in post-crisis economic performance. The international reserves and the rollover risk are analysed additionally by Bianch et al. (2012) focusing on the theoretical framework, in order to quantitatively investigate the optimal accumulation of international reserves as a hedge against rollover risk. The optimal precautionary reserves for low-income countries through a cost-benefit analysis, are also studied by Kim et al. (2011). Their paper develops a cost-benefit approach that allows a quantification of the optimal level of international reserves in low-income countries.

The question, opposed to aforementioned emerging economies, whether industrialized countries hold also the right foreign exchange reserves is addressed by Goldberg et al. (2012). The three researches, all of them being central bankers, discuss how that central banks should hold foreign currency reserves is a key tenet of the post-Bretton Woods international financial order. They stress that the recent growth in the reserve balances of industrialized countries raise questions about what level and composition of reserves are “right” for these countries. According to them, a look at the rationale for reserves and the reserve practices of selected countries suggests that large balances may not be needed to maintain an effective exchange rate policy over the medium and long-term. Moreover, countries may incur an opportunity cost by holding funds in currency and asset portfolios that, while highly liquid, produce relatively low rates of return.

Last but not least, indicatively at this stage of this research, optimal holdings of international reserves and self-insurance against sudden stop are analysed through a Probit model, to stress a methodological tool, by Calco et al. (2012). On this paper the issue of the optimal stock of international reserves is addressed in terms of a statistical model in which reserves affect both the probability of a ‘Sudden Stop’ –as well as associated output costs– by reducing the balance-sheet effects of liability dollarization.
3. Data

3.1 Data availability

The data that are downloaded, in order to answer empirically the research questions and objectives, come from different sources like European Central Bank, Eurostat, National Statistical Services of the investigated countries, South Eastern Central Banks and Over-the-Counter (OTC) Interbank.

The required data for all five variables are available and described for the investigated countries i.e. Greece, Bulgaria, Romania, Serbia and FYROM. The variables are IPI (industrial production index), consumer price index (CPI), foreign exchange rate, foreign exchange reserves and interest rate. However, some limited access to foreign exchange reserves applies in the case of FYROM in terms of the start date, but it has to be noted that the Central Banks of this specific SEEC provide access to the variable if it is requested to. The same applies for the start date of foreign exchange reserves in the case of Greece but to a lower extend.

3.2 Data Description

In this section all five variables for the five investigated countries will be presented graphically and described analytically one by one. The data range (start and end date), frequencies, units of measurement and sources will be stated.

[...]

3.2.2 Data Description for the case of Bulgaria

3.2.2.1 Industrial production index (IPI)

The data of IPI are downloaded from the National Statistical Institute of Bulgaria from 1st January of 2000 until 31st of August of 2015. The frequency of data, as stated above is monthly and the units of the index are transformed into percentage changes from the previous year. It has to be noted that 2010 is used as the base year i.e. 2010=100.

Figure 7: Industrial production index (IPI), Bulgaria
3.2.2.2 Consumer price index (CPI)

The data is acquired from the National Statistical Institute of Bulgaria from 1st January of 2000 until 31st of August of 2015. The frequency of data is monthly and the units of the index are given in index points. The units will be transformed into percentage changes from the previous year. It has to be noted that 1995 is used as the base year i.e. \(1995=100\). The start date available is 1st of January of 1990, but the variables from 1990 to 1999 are dropped given that the available start date for all five variables is 2000.

**Figure 8:** Consumer price index (CPI), Bulgaria
3.2.2.3 Foreign exchange rate (Leva to dollar rate)

The third variable is foreign exchange rate. The chosen ratio is the Lev/Dollar. The data is downloaded from Over-the-Counter (OTC) Interbank from 1\textsuperscript{st} of January of 2000 to 31\textsuperscript{st} of August of 2015. The frequency of observation is transformed into monthly. The used method of aggregation is average. The values are in Lev to Dollar.

**Figure 9:** Foreign exchange rate, Lev to Dollar
3.2.2.4 Foreign exchange reserves

The fourth variable is the foreign exchange reserves of the Central Bank. The data is downloaded from the National Bank of Bulgaria from 1st January of 2000 until 31st of August of 2015. The frequency of the data is on a monthly basis and the values are in millions of Lev. The units will be transformed into percentage changes from the previous year. Prices are current ones.

**Figure 10:** Foreign exchange reserves, Bulgaria

Source: Bulgarian National Bank

3.2.2.5 Interest rate (the money market rate)

The fifth variable is the interest rate (or the money and market rate). We will be using the 1 day interbank rate as a proxy of the interest rate. The data is downloaded from the 1st of January of 2000 to 31st of August of 2015, even though the available start date is 1st of January of 1992. The 1 day rate is chosen, instead of the 3th month one, because the start date of the later is 1st of January of 2005. Values are available in a daily frequency and thus we use an aggregation method (using the average) to transform values into monthly ones. The variable is in percentages. The source is the Bulgarian National Bank.
4. A G-VAR model for determining the impact of monetary policy on real and nominal variables of SEE countries in an EMU context

4.1 The Model


According to these key researchers the G-VAR has proven to be a very useful approach to analyse interactions in the global macro-economy and other data networks, where both the cross-section and the time dimensions are large. Their work surveys the latest developments in the G-VAR modelling, examining both the theoretical foundations of the approach and its numerous empirical applications.

Figure 11: Interest rate, Bulgaria

![Interest rate chart]

Source: Bulgarian National Bank

[...]
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Moreover, it has to be noted that Pesaran (2014) provides a synthesis of existing literature and highlights areas for future research.

G-VAR models apart from capturing the international co-movement, additionally they are more flexible compared to VAR models in addressing varying co-variation across variables and also they analyse more efficiently the long-run dynamics and the cointegrating properties of the series. A cointegrating G-VAR for example in a Vector Error Correction format could be written as such:

\[ \Delta X_{it} = \beta_{i} d_{it} - \Pi_{i} Z_{it-1} + \beta_{i0} \Delta X^{*}_{it} + u_{it} \]  

where \( Z_{it-1} = (X^{i}_{it-1}, X^{*}_{it-1}) \) and \( \Pi_{i} = (I - \beta_{i1}, - \beta_{i0} - \beta_{i1}) \)

A system that clearly shows the structure of the system in addressing, through the incorporation of lagged values, the cross-section and time series relation between the variables and the countries.

On top of that, Impulse response analysis is used to capture and analyse the effect of a typical shock (commonly of a one standard deviation) on the time path of all variables within the system of the equations. Furthermore, in a G-VAR specification, impulse response functions could be varying overtime (i.e. are not constant) as they could depend on the time varying distance between monetary fundamentals across different countries (for the fiscal ones see Favero (2013)).

4.2 From VAR to GVAR

Given that VAR models were used historically before Global VAR models and in a way they could be seen as a prerequisite to comprehend them, we will briefly introduce them too, to help the reader to capture the relative complexity of this proposed methodology. VAR models that were introduced to the research of applied macroeconomics by Sims (1980) were being used and presented by a considerable number of researchers, such as Brooks (2008), Verbeek (2008), Greene (2002), Baltagi (1998), Thomas (1996), Pesaran et al. (1995), Griffiths et al. (1992) and Epstein (1991).

As it is widely and econometrically known VAR models (Vector Autoregressive models) are commonly being used for multivariate time series analysis. The structure is the one of a system that uses each variable one by one as a linear function of the current to past lags of itself and past lags of the other related or chosen variables.

In order to provide a mathematical example we consider two different time series variables that are expected to be measured. We denote these two variables by using \( y_{t,1} \) and \( y_{t,2} \). The Vector Autoregressive model in the case that the research chooses to use only one past value, i.e if it is of a lag one, it is named as a VAR of an
order one, and it is denoted as a VAR(1). Note that the endogenous variables on the left hand side (LHS) of the system are at their current values i.e. at $t=0$, and the ones on the right hand side (RHS), the exogenous ones are in their lagged forms. The system in a general case, where ‘p’ stands for the number of lags, a VAR(p), is as follows:

\[ y_{1t} = \beta_{10} + \beta_{11} y_{1t-1} + \ldots + \beta_{1k} y_{1t-k} + \alpha_{11} y_{2t-1} + \ldots + \alpha_{1k} y_{2t-k} + u_{1t} \]

\[ y_{2t} = \beta_{20} + \beta_{21} y_{2t-1} + \ldots + \beta_{2k} y_{2t-k} + \alpha_{21} y_{1t-1} + \ldots + \alpha_{2k} y_{1t-k} + u_{2t} \] (1.2)

Note, as stated, that each variable is a linear function of the lag p values for all variables in the set and also $u_t$ are the residuals differently noted for each estimated equation.

A VAR(2) will incorporate two lagged values for all variables that are added to the RHS of the two respective equations. The number of lags can be determined with lag length criteria (Brooks, 2014). In the case of two y-variables there would be four variables on the right hand side of each equation, two lag one variables and two lag two variables, and so forth, ending up in general to the VAR(p) model, where the first p lags of each variable in the system will be used as regression predictors for each variable.

It would be good to note that VAR models are a specific case of more general Vector Autoregressive Moving Average models (VARMA). VARMA models for multivariate time series include the VAR structure above along with moving average terms for each variable. Even further, these are special cases of ARMAX models, which are ARMA models with exogenous inputs. This type of model allows the addition of other predictors that are outside the multivariate set of principal interest. This attribute is used within Vector Error Correction models (VECM) where the Error Correction Term (ECT) is used only as an exogenous variable on the right hand side (RHS) of the system of equations and it is also being used within G-VAR when exogeneity, weak or not, is introduced too.

VAR models are more flexible and adaptable than other univariate models as they ‘allow the value of a variable to depend on more than just its own lags or combinations of white noise terms’ (Brooks 2008, p.291). According to Brooks ‘pre-determined variables include all exogenous variables and lagged values of the endogenous variables’(Brooks 2008). VARs enable forecasting better than traditional structural models. Sims (1980) states that in comparison with large-scale structural
models VAR processes are more accurate in terms of out-of-sample forecasts, which may be explained by the nature of the identifying restrictions on the structural models. Brooks (2008) maintains that, similarly to ARMA models, VARs are ‘atheoretical’, as the theoretical information they employ about variable relationships for model specification is rather poor. However, information on the structure of the model is gained by the ‘valid exclusion restrictions that ensure identification of equations from a simultaneous structural system’ (p.292). According to Brooks, in cases of small samples, ‘degrees of freedom will rapidly be used up, implying large standard errors and therefore wide confidence intervals for model coefficients’. VARs do not ensure stationarity of components. However, when stationary variables are required to examine the statistical significance of coefficients, for example, in hypothesis tests, VAR components should be stationary, which is rather questioned by many researchers who favour the application of VAR models.

Stationarity, which is a functional tool in time series analysis, is a process that transforms raw data into stationary ones. To determine whether a series is stationary, the Dickey-Fuller or Augmented Dickey-Fuller unit root test is employed, and the appropriate lag length is determined by Akaike and Schwarz criteria (Maddala, 2009; Gujarati, 2009). In regression models, if x and y series are non-stationary (integrated), representing the x and y relationship as a simple OLS relationship, will generate a spurious regression (Asari et al., 2011). Variable stationarity is typically tested by the Augmented Dickey-Fuller test and the Phillips-Perron test, proposed by Dickey and Fuller (1979) and Phillips and Perron (1988), respectively.

When two or more series are cointegrated, we say that they move together over time, which implies that they are related in the long run (Salvatore and Reagle, 2011; Gujarati, 2009). In order to determine the number of cointegration vectors, the specific process employs two tests, the maximum Eigenvalue test and the Trace test (Johansen and Juselius, 1990).

Granger causality test, on the other hand, enables to determine the direction of the influence of one variable on another in the short run (Maddala, 2009; Gujarati, 2006). Some empirical tests employed in this research, apart from G-VAR, are going to be based on the methodology adopted in the paper of Shuguang and Zaiyong (2008), established earlier on the well-known research of Granger (1969) and further analysed in Quinn et al. (2011).

Lag selection is a rather complicated topic. According to Brooks (2008), plenty of tests can be used to determine lag selection and results do not tend to coincide.

According to Brooks (2008, p.325), Impulse Response Function 'traces out the responsiveness of the dependent variables in the VAR to shocks to each of the variables', while Variance Decompositions 'give the proportion of the movements in the dependent variables that are due to their ‘own’ shocks, versus shocks to the other
variables’ (p.326). In other words, and as stated by Lütkepohl (2008), impulse response functions describe how the economy reacts over time to exogenous impulses, namely shocks (impulses are often modelled in the context of a VAR). Thus, Impulse Response Function describes the reaction of endogenous macroeconomic variables at the time of the shock and over subsequent points in time. VDCs test decompose variance of the forecasted error of a given variable into proportions susceptible to shock in each variable within the model constructed, and IRF, captures the dynamic responses of every dependent variable to one period standard deviation shock to the system (Agung, 2009; Erjavec and Cota, 2003).

It is important to briefly explain the concept of exogeneity given that it links up to a degree the VAR models to G-VAR models. The concept as it is known has been elaborated in an influential and important article of Engle, Hendry and Richard (1983) and as its Greek origin or its etymology clearly suggests, it refers to variables that are generated outside the system or the equation that is being used. The dependent variables, as they are generated within the system, are described as the endogenous ones. The term of exogeneity is useful and applicable to cases where regression equations reciprocate to components of the economy that could be considered as structural entities embodying causal relationships running from the explanatory variables to the dependent variables (Pollock, 1999), a fact that will allow us to quantify the transition mechanism of the monetary policy in our case and to better capture and determine the interdependencies between the SEE and the EMU and specifically the impact of the EMU money and market rate that is expected to Granger cause unidirectionally the SEE economies.

5 Implementation of the methodology – Findings, results and analysis
This section is composed of two broader parts. The first part will use and show how the VAR and VECM models are applied for each country separately and the second part will apply the G-VAR model for all five countries at once.

5.1 The VAR and VECM models for each country separately
On this part we will determine the relationship between the investigated variables using unit root tests, cointegration, Pairwise Granger causality tests, the lag length criteria, VAR, VECM, Impulse response functions and Variance decomposition.

Before we proceed though it is good to briefly consider the structure of the VAR models as it is presented on the table below.

5.1.2 The case of Bulgaria - Empirical tests and the first findings
The empirical tests employed in this part of the research are replicating a methodology that was introduced by the research of Granger (1969) and developed further by Quinn et al. (2011). The methodology uses Granger causality tests within the framework of both Vector Autoregressive Models (VAR) and Vector Error Correction Models (VECM). The applied tests start from the unit root tests and cointegration one and proceed through VAR and VECM to Variance Decompositions (VDCs) and Impulse Response Functions (IRFs). VDCs and IRFs are used in order to capture and analyze further the dynamics of Granger causalities in a broader macroeconomic and open economy context.

It has to be noted additionally that the Classical Linear Regression Model (CLRM) is initially being used (see appendix) even though the problems of autocorrelation and heteroscedasticity are indicatively detected (amongst other problems that violate some key assumptions of CLRM). Thus even though this is not an appropriate methodology to be used, it allows us to construct the Error Correction Term (ECT), which is necessary for the final VECMs. According to Brooks (2008), ECT is the lagged residual of the initial regression, i.e. ECT = u(-1). Notably enough, the residuals are also used as an additional approach that test the cointegrating properties of the variables (this is the Unit root test on residuals approach to cointegration).

5.1.2.1 Test for Stationarity

According to Granger (1987) a condition for cointegrating variables, that has to be met, is that all of them must be integrated of the same order. In order for this to apply, various unit roots tests must be used to determine the order of integration order of all investigated variables. On this part we use the Augmented Dickey Fuller tests (Dickey–Fuller, 1979), by considering three different test specifications, i.e. including intercept, trend and intercept and without trend and/or intercept. All the results concerning the five researched variables at a level of significance and at first difference are available on appendix. On this section we discuss the final and used results that allow us to conclude and to proceed.

Below we can see a table that groups the unit root test. It is clearly indicated that all five variables are not stationary in level i.e. they are not integrated of order zero. A conclusion that can be reached by using the prob-rule or the respective provide statistics (ADF, etc). For a more detailed presentation see the tables at appendix B.

**TABLE: GROUP UNIT ROOT TEST SUMMARY (IN LEVEL)**

<table>
<thead>
<tr>
<th>Group unit root test: Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series: LCPI, LEXC, LFS, I, IP</td>
</tr>
<tr>
<td>Date: 01/17/16   Time: 13:08</td>
</tr>
</tbody>
</table>
Sample: 2002M01 2015M12
Exogenous variables: Individual effects
Automatic selection of maximum lags
Automatic lag length selection based on SIC: 0 to 1
Newey-West automatic bandwidth selection and Bartlett kernel

<table>
<thead>
<tr>
<th>Method</th>
<th>Statistic</th>
<th>Prob.**</th>
<th>Cross-sections</th>
<th>Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null: Unit root (assumes common unit root process)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levin, Lin &amp; Chu t*</td>
<td>-1.73622</td>
<td>0.0413</td>
<td>5</td>
<td>832</td>
</tr>
<tr>
<td>Null: Unit root (assumes individual unit root process)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Im, Pesaran and Shin W-stat</td>
<td>-0.33968</td>
<td><strong>0.3670</strong></td>
<td>5</td>
<td>832</td>
</tr>
<tr>
<td>ADF - Fisher Chi-square</td>
<td>10.6457</td>
<td><strong>0.3858</strong></td>
<td>5</td>
<td>832</td>
</tr>
<tr>
<td>PP - Fisher Chi-square</td>
<td>12.4911</td>
<td><strong>0.2535</strong></td>
<td>5</td>
<td>835</td>
</tr>
</tbody>
</table>

** Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other tests assume asymptotic normality.

The next group table shows also that all five variables are stationary in level, i.e. they are integrated of order one (for all related equations and the respective statistics see appendix B).

<table>
<thead>
<tr>
<th>Method</th>
<th>Statistic</th>
<th>Prob.**</th>
<th>Cross-sections</th>
<th>Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null: Unit root (assumes common unit root process)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levin, Lin &amp; Chu t*</td>
<td>-34.3302</td>
<td>0.0000</td>
<td>5</td>
<td>830</td>
</tr>
<tr>
<td>Null: Unit root (assumes individual unit root process)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Im, Pesaran and Shin W-stat</td>
<td>-30.8177</td>
<td>0.0000</td>
<td>5</td>
<td>830</td>
</tr>
<tr>
<td>ADF - Fisher Chi-square</td>
<td>452.694</td>
<td>0.0000</td>
<td>5</td>
<td>830</td>
</tr>
<tr>
<td>PP - Fisher Chi-square</td>
<td>452.118</td>
<td>0.0000</td>
<td>5</td>
<td>830</td>
</tr>
</tbody>
</table>

**Table: Group Unit Root Test Summary (in First Difference)**
** Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other tests assume asymptotic normality.

It is also good to depict these variables on their first difference on one graph, given that all five variables become stationary in their first difference and given that the the VAR and the VECM will be using those.

**Figure: All five variables in their first difference. The case of Bulgaria.**

It has to be noted also that the lag length criteria was used and the E-Views generated the table below (using the Schwarz Info Criterion, Akaike, Final Prediction Error etc). All five variables are considered in their first difference i.e. they are all stationary. The results suggests varying lags, i.e. 0, 1 and 7 (see the table below and the appendix too) which means that for the given nature of VAR and VECM we will use 1 and 7 lags. If the number of used lags -as an automatic preset choise within E-Views- is increased to double digit numbers, the 7 lags that are proposed from the LR statistic insist up to a given number of lags, but does not insist in all cases (e.g. if 15 lags are preseted, as an automatic lag selection)then the proposed lag is 12. Note though that the one lag which is suggested by the FPE and AIC is always the proposed number of lag, no matter of the chosen automatically suggested initial number of lags. Overall
the research follows all suggested criteria given in terms of lags (excluding the ones that suggest 0 lags which is not applicable in VAR models). Though it has to be noted that the Lag selection is a rather complicated topic that requires further research. In terms of Brooks (2008), plenty of tests are used to determine lag selection and results do not tend to coincide. The final findings of this first part of the research though keeps on being persistent at different lags.

Table: The lag length criteria

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>757.9526</td>
<td>NA</td>
<td>5.30e-11</td>
<td>-9.471101</td>
<td>-9.374595*</td>
<td>-9.431911*</td>
</tr>
<tr>
<td>1</td>
<td>789.6288</td>
<td>60.96189</td>
<td>4.88e-11*</td>
<td>-9.555080*</td>
<td>-8.976041</td>
<td>-9.319938</td>
</tr>
<tr>
<td>5</td>
<td>860.6198</td>
<td>42.58843</td>
<td>7.13e-11</td>
<td>-9.190186</td>
<td>-6.681019</td>
<td>-8.171240</td>
</tr>
<tr>
<td>8</td>
<td>933.0016</td>
<td>24.10065</td>
<td>7.70e-11</td>
<td>-9.157252</td>
<td>-5.200489</td>
<td>-7.550453</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

5.1.2.2 Testing for Cointegration

The test for cointegration is conducted within the Johansen framework (see Johansen 1988; Johansen and Juselius, 1990). The default parameters specified initially are intercept and no trend (in cointegrating equations (CE) and the lag intervals are 4. After that we assume no deterministic trend in data –a choice that goes along with the properties of some of our variables. Note also that all five assumtions in terms of time trend and intercept are used and the respective table can be seen below). These tests are used, as stated, to check any long-run movement of the five variables.
The specific test was applied in level variables expecting the exhibition of long-run relationships between the variables (Brooks, 2008). More specifically, it is maintained that "as long as the two variables are I(1) and are linearly combined, in most cases we expect their combination to be also I(1)", (ibid, p. 335). It is further argued that cointegration of variables exists if their linear combination is stationary, which implies that two series are moving together in the long run, eventually establishing long-term or equilibrium phenomena. On the figure below all five variables are at level, that is, not differenced, as suggested by Brooks (2008).

Figure: The time graph of all five variables

Table: Cointegration tests / The Johansen technique

COINTEGRATION. ALL FIVE VARIABLES IN LEVEL.

Sample (adjusted): 2002M06 2015M12
Included observations: 163 after adjustments
Trend assumption: Linear deterministic trend
Series: LCPI LEXC LFS I IP
Lags interval (in first differences): 1 to 4
Unrestricted Cointegration Rank Test (Trace)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.262126</td>
<td>79.93872</td>
<td>69.81889</td>
<td>0.0063</td>
</tr>
<tr>
<td>At most 1</td>
<td><strong>0.097356</strong></td>
<td><strong>30.38968</strong></td>
<td><strong>47.85613</strong></td>
<td><strong>0.6989</strong></td>
</tr>
<tr>
<td>At most 2</td>
<td>0.037585</td>
<td>13.69398</td>
<td>29.79707</td>
<td>0.8574</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.032716</td>
<td>7.449532</td>
<td>15.49471</td>
<td>0.5260</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.012363</td>
<td>2.027722</td>
<td>3.841466</td>
<td>0.1545</td>
</tr>
</tbody>
</table>

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Max-Eigen Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.262126</td>
<td>49.54905</td>
<td>33.87687</td>
<td>0.0003</td>
</tr>
<tr>
<td>At most 1</td>
<td><strong>0.097356</strong></td>
<td><strong>16.69569</strong></td>
<td><strong>27.58434</strong></td>
<td><strong>0.6062</strong></td>
</tr>
<tr>
<td>At most 2</td>
<td>0.037585</td>
<td>6.244453</td>
<td>21.13162</td>
<td>0.9776</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.032716</td>
<td>5.421810</td>
<td>14.26460</td>
<td>0.6879</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.012363</td>
<td>2.027722</td>
<td>3.841466</td>
<td>0.1545</td>
</tr>
</tbody>
</table>

Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level

Sample (adjusted): 2002M06 2015M12
Included observations: 163 after adjustments
Trend assumption: No deterministic trend (restricted constant)
Series: LCPI LEXC LFS I IP
Lags interval (in first differences): 1 to 4

Unrestricted Cointegration Rank Test (Trace)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.267684</td>
<td>107.7586</td>
<td>76.97277</td>
<td>0.0000</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.168359</td>
<td>56.97713</td>
<td>54.07904</td>
<td>0.0269</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.096356</td>
<td>26.92738</td>
<td>35.19275</td>
<td>0.2925</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.037535</td>
<td>10.41222</td>
<td>20.26184</td>
<td>0.5993</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.025296</td>
<td>4.176280</td>
<td>9.164546</td>
<td>0.3865</td>
</tr>
</tbody>
</table>

Trace test indicates 2 cointegrating eqn(s) at the 0.05 level
Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

<table>
<thead>
<tr>
<th>Hypothesized No. of CE(s)</th>
<th>Eigenvalue</th>
<th>Max-Eigen Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>0.26768</td>
<td>50.78148</td>
<td>34.80587</td>
<td>0.0003</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.168359</td>
<td>30.04975</td>
<td>28.58808</td>
<td>0.0323</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.096356</td>
<td>16.51515</td>
<td>22.29962</td>
<td>0.2632</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.037535</td>
<td>6.235943</td>
<td>15.89210</td>
<td>0.7611</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.025296</td>
<td>4.176280</td>
<td>9.164546</td>
<td>0.3865</td>
</tr>
</tbody>
</table>

Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level

The application of the Johansen Technique in testing the cointegrating equations (Brooks, 2008, p. 350-355), demonstrate that a co-integrating relation does exist. Specifically, there is one cointegrating equation at the 5% level of significance, given that the null hypothesis in the remaining four cases is not rejected according to provided prob-values or the respective statistics and the given critical values in the first table above (with linear deterministic trend) and two cointegrating equations if no deterministic trend is chosen. Overall, some variables appear to be cointegrated, which enables incorporating an Error Correction Term (E.C.T.) within the Vector Autoregression Model (VAR) (Brooks, 2008). Thus, the final model applied on this part will be a VECM model and not just a VAR.

Table: GROUP COINTEGRATION SUMMARY

SUMMARIZING 5 COINTEGRATION ASSUMPTIONS

Date: 01/17/16   Time: 13:07
Sample: 2002M01 2015M12
Included observations: 163
Series: LCPI LEXC LFS I IP
Lags interval: 1 to 4

Selected
(0.05 level*)
Number of
Cointegrating
Relations by
Model

<table>
<thead>
<tr>
<th>Data Trend:</th>
<th>None</th>
<th>None</th>
<th>Linear</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Type</td>
<td>No Intercept No Trend</td>
<td>No Intercept No Trend</td>
<td>Intercept No Trend</td>
<td>Intercept Trend</td>
<td>Intercept Trend</td>
</tr>
<tr>
<td>Trace</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
5.1.2.3 Vector Autoregression (VAR), Vector Error Correction (VECM), Granger Causality models

If at a VAR model the Error Correction Term (ECT), i.e. residuals with one lag (given that cointegration has been established), then the model becomes a Vector Error Correction Model (VECM); however, prior to this, it should be checked whether the stability condition holds for the VAR, namely, whether the roots are the characteristic polynomial and are within the unit root circle (Brooks, 2008). The stability VAR test is provided in the table below:

Table: Stability test (VAR)

Inverse Roots of AR Characteristic Polynomial

The table that follows is the VAR(1) table that enables using the t-statistics (within the brackets) in order to test the statistical significance of the variables.
Table: VAR(1):

Vector Autoregression Estimates
Date: 01/17/16   Time: 14:09
Sample (adjusted): 2002M03 2015M12
Included observations: 166 after adjustments
Standard errors in ( ) & t-statistics in [ ]

<table>
<thead>
<tr>
<th></th>
<th>DI</th>
<th>DIP</th>
<th>DLCPI</th>
<th>DLEXC</th>
<th>DLFS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.056831</td>
<td>-1.098462</td>
<td>-0.006237</td>
<td>0.000341</td>
<td>0.000758</td>
</tr>
<tr>
<td></td>
<td>(0.07548)</td>
<td>(1.09501)</td>
<td>(0.00351)</td>
<td>(0.00739)</td>
<td>(0.01005)</td>
</tr>
<tr>
<td></td>
<td>[-0.75294]</td>
<td>[-1.00316]</td>
<td>[-1.77468]</td>
<td>[ 0.04609]</td>
<td>[ 0.07546]</td>
</tr>
<tr>
<td></td>
<td>-0.000878</td>
<td>-0.301007</td>
<td>0.000151</td>
<td>0.000831</td>
<td>0.000441</td>
</tr>
<tr>
<td></td>
<td>(0.00523)</td>
<td>(0.07589)</td>
<td>(0.00024)</td>
<td>(0.00051)</td>
<td>(0.00070)</td>
</tr>
<tr>
<td></td>
<td>[-0.16784]</td>
<td>[-3.96652]</td>
<td>[ 0.61968]</td>
<td>[ 1.62116]</td>
<td>[ 0.63278]</td>
</tr>
<tr>
<td></td>
<td>-1.453968</td>
<td>-20.64662</td>
<td>-0.067133</td>
<td>-0.204698</td>
<td>0.151116</td>
</tr>
<tr>
<td></td>
<td>(1.68071)</td>
<td>(24.3829)</td>
<td>(0.07826)</td>
<td>(0.16465)</td>
<td>(0.22381)</td>
</tr>
<tr>
<td></td>
<td>[-0.86509]</td>
<td>[-8.46777]</td>
<td>[-0.85783]</td>
<td>[-1.24320]</td>
<td>[ 0.67519]</td>
</tr>
<tr>
<td></td>
<td>0.475752</td>
<td>3.505702</td>
<td>-0.043933</td>
<td>0.212310</td>
<td>0.075278</td>
</tr>
<tr>
<td></td>
<td>(0.79017)</td>
<td>(11.4634)</td>
<td>(0.03679)</td>
<td>(0.07741)</td>
<td>(0.10522)</td>
</tr>
<tr>
<td></td>
<td>[ 0.60209]</td>
<td>[ 0.30582]</td>
<td>[-1.19407]</td>
<td>[ 2.74266]</td>
<td>[ 0.71541]</td>
</tr>
<tr>
<td></td>
<td>2.386397</td>
<td>4.587770</td>
<td>0.014164</td>
<td>-0.038750</td>
<td>0.108953</td>
</tr>
<tr>
<td></td>
<td>(0.59525)</td>
<td>(8.63560)</td>
<td>(0.02722)</td>
<td>(0.05831)</td>
<td>(0.07927)</td>
</tr>
<tr>
<td></td>
<td>[ 4.00906]</td>
<td>[ 0.53126]</td>
<td>[ 0.51101]</td>
<td>[-0.66450]</td>
<td>[ 1.37451]</td>
</tr>
<tr>
<td></td>
<td>-0.042775</td>
<td>0.031161</td>
<td>0.002912</td>
<td>0.000830</td>
<td>0.008577</td>
</tr>
<tr>
<td></td>
<td>(0.02208)</td>
<td>(0.32034)</td>
<td>(0.00103)</td>
<td>(0.00216)</td>
<td>(0.00294)</td>
</tr>
<tr>
<td></td>
<td>[-1.93718]</td>
<td>[ 0.09728]</td>
<td>[ 2.83221]</td>
<td>[ 0.38385]</td>
<td>[ 2.91683]</td>
</tr>
</tbody>
</table>

R-squared          0.107145  0.100675  0.038795  0.067278  0.018578
Adj. R-squared     0.079243  0.072571  0.008757  0.038595 -0.012091
Sum sq. resid      10.93991  2302.496  0.023719  0.104995  0.193998
S.E. equation      0.261485  3.793494  0.012176  0.025617  0.034821
F-statistic        3.840067  3.582224  1.291549  2.324751  0.605763
Log likelihood     -9.819506 -453.8140  499.2937  375.8201 324.8635
Akaike AIC         0.190596  5.539927 -5.943298 -4.455664 -3.841729
Schwarz SC         0.303078  5.652409 -5.830816 -4.34183 -3.729247
Mean dependent     -0.021687  0.033133  0.002990 -0.000230  0.010138
S.D. dependent     0.272505  3.939118  0.012229  0.026126  0.034612

S.E. equation
Determinant resid covariance (dof adj.)  1.09E-10  
Determinant resid covariance  9.06E-11  
Log likelihood 741.6325  
Akaike information criterion -8.573886  
Schwarz criterion -8.011479  

For the given values of t-statistics within brackets, a Granger causality seems to run from Foreign Reserves to Interest rate (with a positive sign) suggesting a unidirectional causality that we will elaborate further in the coming tests. This is the strongest finding holding in 0.01 level of significance and it will be captured again strongly in VECM where additionally will be determined that this uni-directional Granger causality holds in the short run and not in the long run.

Table: Pairwise Granger Causality Tests, with 1, 7 and 12 lags

The Pairwise Granger Causality Tests with 1 lag
Pairwise Granger Causality Tests
Date: 01/17/16   Time: 14:01
Sample: 2002M01 2015M12
Lags: 1

<table>
<thead>
<tr>
<th>Null Hypothesis:</th>
<th>Obs</th>
<th>F-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIP does not Granger Cause DI</td>
<td>166</td>
<td>0.11101</td>
<td>0.7394</td>
</tr>
<tr>
<td>DI does not Granger Cause DIP</td>
<td>1.16908</td>
<td>0.2812</td>
<td></td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DI</td>
<td>166</td>
<td>1.57168</td>
<td>0.2112</td>
</tr>
<tr>
<td><strong>DI does not Granger Cause DLCPI</strong></td>
<td><strong>3.18113</strong></td>
<td><strong>0.0764</strong></td>
<td></td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DI</td>
<td>166</td>
<td>0.96068</td>
<td>0.3285</td>
</tr>
<tr>
<td>DI does not Granger Cause DLEXC</td>
<td>0.07085</td>
<td>0.7904</td>
<td></td>
</tr>
<tr>
<td><strong>DLFS does not Granger Cause DI</strong></td>
<td><strong>166</strong></td>
<td><strong>17.7609</strong></td>
<td><strong>4.E-05</strong></td>
</tr>
<tr>
<td>DI does not Granger Cause DLFS</td>
<td>0.00328</td>
<td>0.9544</td>
<td></td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DIP</td>
<td>166</td>
<td>1.05080</td>
<td>0.3068</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLCPI</td>
<td>0.83069</td>
<td>0.3634</td>
<td></td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DIP</td>
<td>166</td>
<td>0.20718</td>
<td>0.6496</td>
</tr>
<tr>
<td><strong>DIP does not Granger Cause DLEXC</strong></td>
<td><strong>3.04497</strong></td>
<td><strong>0.0829</strong></td>
<td></td>
</tr>
<tr>
<td>DLFS does not Granger Cause DIP</td>
<td>166</td>
<td>0.36172</td>
<td>0.5484</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLFS</td>
<td>0.25654</td>
<td>0.6132</td>
<td></td>
</tr>
<tr>
<td>Null Hypothesis</td>
<td>Obs</td>
<td>F-Statistic</td>
<td>Prob</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
<td>-----</td>
<td>-------------</td>
<td>-------</td>
</tr>
<tr>
<td>DIP does not Granger Cause DI</td>
<td>160</td>
<td>2.03281</td>
<td>0.0548</td>
</tr>
<tr>
<td>DI does not Granger Cause DIP</td>
<td></td>
<td><strong>3.96453</strong></td>
<td><strong>0.0005</strong></td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DI</td>
<td>160</td>
<td><strong>3.75609</strong></td>
<td><strong>0.0009</strong></td>
</tr>
<tr>
<td>DI does not Granger Cause DLCPI</td>
<td></td>
<td>1.01577</td>
<td>0.4226</td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DI</td>
<td>160</td>
<td>1.65126</td>
<td>0.1256</td>
</tr>
<tr>
<td>DI does not Granger Cause DLEXC</td>
<td></td>
<td>1.38856</td>
<td>0.2144</td>
</tr>
<tr>
<td>DLFS does not Granger Cause DI</td>
<td>160</td>
<td><strong>2.57736</strong></td>
<td><strong>0.0156</strong></td>
</tr>
<tr>
<td>DI does not Granger Cause DLFS</td>
<td></td>
<td>0.78500</td>
<td>0.6009</td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DIP</td>
<td>160</td>
<td>1.20789</td>
<td>0.3021</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLCPI</td>
<td></td>
<td>1.05516</td>
<td>0.3956</td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DIP</td>
<td>160</td>
<td>0.81871</td>
<td>0.5732</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLEXC</td>
<td></td>
<td>0.95481</td>
<td>0.4667</td>
</tr>
<tr>
<td>DLFS does not Granger Cause DIP</td>
<td>160</td>
<td>0.13898</td>
<td>0.9950</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLFS</td>
<td></td>
<td>0.21430</td>
<td>0.9817</td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DLCPI</td>
<td>160</td>
<td>1.14312</td>
<td>0.3395</td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DLEXC</td>
<td></td>
<td>1.15736</td>
<td>0.3310</td>
</tr>
<tr>
<td>DLFS does not Granger Cause DLCPI</td>
<td>160</td>
<td><strong>3.66940</strong></td>
<td><strong>0.0011</strong></td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DLFS</td>
<td></td>
<td><strong>3.20029</strong></td>
<td><strong>0.0035</strong></td>
</tr>
<tr>
<td>DLFS does not Granger Cause DLEXC</td>
<td>160</td>
<td>0.19360</td>
<td>0.9864</td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DLFS</td>
<td></td>
<td>0.83585</td>
<td>0.5593</td>
</tr>
</tbody>
</table>
The Pairwise Granger Causality Tests with 12 lags

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Obs</th>
<th>F-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DIP does not Granger Cause DI</strong></td>
<td>155</td>
<td>3.10144</td>
<td>0.0007</td>
</tr>
<tr>
<td>DI does not Granger Cause DIP</td>
<td></td>
<td>1.82261</td>
<td>0.0507</td>
</tr>
<tr>
<td><strong>DLCPI does not Granger Cause DI</strong></td>
<td>155</td>
<td>1.74346</td>
<td>0.0647</td>
</tr>
<tr>
<td>DI does not Granger Cause DLCPI</td>
<td></td>
<td>0.56964</td>
<td>0.8632</td>
</tr>
<tr>
<td><strong>DLEXC does not Granger Cause DI</strong></td>
<td>155</td>
<td>2.64221</td>
<td>0.0034</td>
</tr>
<tr>
<td>DI does not Granger Cause DLEXC</td>
<td></td>
<td>0.88631</td>
<td>0.5626</td>
</tr>
<tr>
<td><strong>DLFS does not Granger Cause DI</strong></td>
<td>155</td>
<td>2.37388</td>
<td>0.0085</td>
</tr>
<tr>
<td>DI does not Granger Cause DLFS</td>
<td></td>
<td>0.86128</td>
<td>0.5877</td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DIP</td>
<td>155</td>
<td>1.45190</td>
<td>0.1508</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLCPI</td>
<td></td>
<td>1.16689</td>
<td>0.3136</td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DIP</td>
<td>155</td>
<td>1.31298</td>
<td>0.2186</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLEXC</td>
<td></td>
<td>0.80442</td>
<td>0.6454</td>
</tr>
<tr>
<td>DLFS does not Granger Cause DIP</td>
<td>155</td>
<td>0.59576</td>
<td>0.8425</td>
</tr>
<tr>
<td>DIP does not Granger Cause DLFS</td>
<td></td>
<td>0.30086</td>
<td>0.9883</td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DLCPI</td>
<td>155</td>
<td>1.01280</td>
<td>0.4410</td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DLEXC</td>
<td></td>
<td>1.02335</td>
<td>0.4315</td>
</tr>
<tr>
<td>DLFS does not Granger Cause DLCPI</td>
<td>155</td>
<td>1.24764</td>
<td>0.2579</td>
</tr>
<tr>
<td>DLCPI does not Granger Cause DLFS</td>
<td></td>
<td>2.42732</td>
<td>0.0071</td>
</tr>
<tr>
<td><strong>DLFS does not Granger Cause DLEXC</strong></td>
<td>155</td>
<td>0.31806</td>
<td>0.9851</td>
</tr>
<tr>
<td>DLEXC does not Granger Cause DLFS</td>
<td></td>
<td>0.56146</td>
<td>0.8694</td>
</tr>
</tbody>
</table>

As we can observe on the tables above the most persistent findings are the one already captured by the VAR(1), i.e. the Granger causality running from Foreign Reserves (FS) to (Interest rate)I at 0.01 level of significance, but additionally at the same level of significance with 7 lags (see the VAR(7) on appendix too) the Granger causality is running from Interest rate to Industrial Production, from inflation (CPI) to Interest rates and also there is a bidirectional Granger causality between FS and CPI. At 0.05
level of significance, the Granger causality is running from FS to I also at the VECM(7) with 4 variables excluding the exchange rate, which is a variable that gives only a weak finding overall, holding at 0.10 level of significance (Granger causality running from IP to EXC, along with another weak finding, i.e. Granger causality running from I to CPI).

It is worth noting that the above Granger causalities are observed apart from the above stated VARs in the VECM(1), VECM(7) (see the appendix).

Table: VECM

Vector Autoregression Estimates
Date: 01/17/16   Time: 14:23
Sample (adjusted): 2002M03 2015M12
Included observations: 166 after adjustments

<table>
<thead>
<tr>
<th></th>
<th>DI</th>
<th>DIP</th>
<th>DLCPI</th>
<th>DLEXC</th>
<th>DLFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>DI(-1)</td>
<td>-0.057811</td>
<td>-0.588582</td>
<td>-0.006909</td>
<td>0.002092</td>
<td>0.002338</td>
</tr>
<tr>
<td></td>
<td>(0.07682)</td>
<td>(1.08840)</td>
<td>(0.00356)</td>
<td>(0.00748)</td>
<td>(0.01020)</td>
</tr>
<tr>
<td>DIP(-1)</td>
<td>-0.000902</td>
<td>-0.288470</td>
<td>0.000134</td>
<td>0.000874</td>
<td>0.000480</td>
</tr>
<tr>
<td></td>
<td>(0.00526)</td>
<td>(0.07448)</td>
<td>(0.00024)</td>
<td>(0.00051)</td>
<td>(0.00070)</td>
</tr>
<tr>
<td>DLCPI(-1)</td>
<td>-1.472174</td>
<td>-11.18050</td>
<td>-0.079605</td>
<td>-0.172186</td>
<td>0.180441</td>
</tr>
<tr>
<td></td>
<td>(1.70307)</td>
<td>(24.1304)</td>
<td>(0.07899)</td>
<td>(0.16585)</td>
<td>(0.22620)</td>
</tr>
<tr>
<td>DLEXC(-1)</td>
<td>0.467945</td>
<td>7.565262</td>
<td>-0.049282</td>
<td>0.226253</td>
<td>0.087854</td>
</tr>
<tr>
<td></td>
<td>(0.79933)</td>
<td>(11.3256)</td>
<td>(0.03708)</td>
<td>(0.07784)</td>
<td>(0.10617)</td>
</tr>
<tr>
<td>DLFS(-1)</td>
<td>2.391535</td>
<td>1.916240</td>
<td>0.017683</td>
<td>-0.047926</td>
<td>0.100677</td>
</tr>
<tr>
<td></td>
<td>(0.60969)</td>
<td>(8.51491)</td>
<td>(0.02787)</td>
<td>(0.05852)</td>
<td>(0.07982)</td>
</tr>
<tr>
<td>C</td>
<td>-0.042793</td>
<td>0.040387</td>
<td>0.002900</td>
<td>0.000862</td>
<td>0.008605</td>
</tr>
<tr>
<td></td>
<td>(0.02215)</td>
<td>(0.31386)</td>
<td>(0.00103)</td>
<td>(0.00216)</td>
<td>(0.00294)</td>
</tr>
<tr>
<td>ECT</td>
<td>0.00138</td>
<td>-0.717909</td>
<td>0.000946</td>
<td>-0.002466</td>
<td>-0.002224</td>
</tr>
<tr>
<td></td>
<td>(0.01826)</td>
<td>(0.25873)</td>
<td>(0.00085)</td>
<td>(0.00178)</td>
<td>(0.00243)</td>
</tr>
<tr>
<td></td>
<td>[ 0.07561]</td>
<td>[-2.77474]</td>
<td>[1.11677]</td>
<td>[-1.38661]</td>
<td>[-0.91701]</td>
</tr>
</tbody>
</table>
The Error Correction term is statistically significant in the case of the second equation (see all equations-representations on appendix too) at a 0.01 level of significance. A finding that could be characterized as a strong and a also a consistent one with the cointegration properties of the five variables, suggesting a long run Granger causality running from one or two variables to IP. The Impulse Response Functions and the Variances decomposition will allow us to determine which variable or variables are the ones that cause the long run relationship. The ect also is negative which stress the long run properties of the co-movement of the investigated variables.

5.1.2.4 Variance Decompositions (VDCs) and Impulse Response Function (IRF)

We will start this section by defining initially both Impulse Response Functions and Variance Decompositions. Indicatively Brooks (2008, p.325) defines the first one as a process that “traces out the responsiveness of the dependent variables in the VAR to shocks to each of the variables” and the latter one as process that quantifies “the proportion of the movements in the dependent variables that are due to their “own” shocks, versus shocks to the other variables” (p.326). Differently stated (Lütkepohl, 2008) Impulse Response Functions capture how the economically and finance related times series variables react to exogenous “impulses”, named alternatively as shocks.

By using Impulse Response Functions within the context of VAR models and by assuming initially “no responses at standard errors” we can observe on the provided tables below that the “Impulse responses” indicate the usage of mainly one lag for all investigated series, a fact that is consistent with the statistical significance of the parameters within the VAR model in the case of one used lag. Also, it is has to be noted that all five variables are treated as Impulses and Responses and the automatic selection of the ten periods of E-Views is kept as set, an assumption that seems to be an appropriate one and also it is further supported by the VAR Lag exclusion Wald tests. Additionally though within VECM by using t and F statistics we capture simple causalities existing within the specific used sample, which means that insufficient evidence of the dynamic properties of the model is provided. A limitation that we could overcome by using Variance Decompositions (Brooks, 2008).

**Table**: Impulse response functions
Variance Decompositions are techniques that partition the Variance of the Forecasted Error for every used variable. Something that can be done by splitting into proportions the shocks in each variable within the model constructed. Differently stated this decomposition of variance captures the part of information each series contributes to the other series within the VAR or VEC model. It can determine what part of the forecasted Error Variance of each variable can be explained by the external shocks to the other related variables (Erjavec and Cota, 2003; Agung, 2009).

Table: Variance Decomposition

VARIANCE DECOMPOSITION WITH ONE LAG
<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>DI</th>
<th>DIP</th>
<th>DLCPI</th>
<th>DLEXC</th>
<th>DLFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.261485</td>
<td>100.0000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>0.276507</td>
<td>89.71430</td>
<td>0.061682</td>
<td>0.908826</td>
<td>0.429432</td>
<td>8.885765</td>
</tr>
<tr>
<td>3</td>
<td>0.276741</td>
<td>89.57701</td>
<td>0.088044</td>
<td>0.937810</td>
<td>0.516085</td>
<td>8.881046</td>
</tr>
<tr>
<td>4</td>
<td>0.276763</td>
<td>89.56588</td>
<td>0.088500</td>
<td>0.942474</td>
<td>0.520109</td>
<td>8.883041</td>
</tr>
<tr>
<td>5</td>
<td>0.276764</td>
<td>89.56526</td>
<td>0.088611</td>
<td>0.942502</td>
<td>0.520415</td>
<td>8.883211</td>
</tr>
<tr>
<td>6</td>
<td>0.276764</td>
<td>89.56522</td>
<td>0.088617</td>
<td>0.942528</td>
<td>0.520428</td>
<td>8.883211</td>
</tr>
<tr>
<td>7</td>
<td>0.276764</td>
<td>89.56521</td>
<td>0.088617</td>
<td>0.942528</td>
<td>0.520429</td>
<td>8.883211</td>
</tr>
<tr>
<td>8</td>
<td>0.276764</td>
<td>89.56521</td>
<td>0.088617</td>
<td>0.942528</td>
<td>0.520429</td>
<td>8.883211</td>
</tr>
<tr>
<td>9</td>
<td>0.276764</td>
<td>89.56521</td>
<td>0.088617</td>
<td>0.942528</td>
<td>0.520429</td>
<td>8.883211</td>
</tr>
<tr>
<td>10</td>
<td>0.276764</td>
<td>89.56521</td>
<td>0.088617</td>
<td>0.942528</td>
<td>0.520429</td>
<td>8.883211</td>
</tr>
</tbody>
</table>

For all applied related tests and tables see the appendix. It would be good though to comment the long run Granger Causality, that seems according to the tables above to run mainly from CPI and EXC to I. A finding that adds to the overall understanding.
of the dynamic behaviour of the variables and also seems to go along with the related economic theory. Overall, we could say that in the case of Bulgaria, for this given data set (from 2002-2015) the determinants of the Interest rates (between these chosen variables) seem to be the Foreign Reserves in the short run and the inflation (CPI) and the exchange rate (EXC) in the long run.

6 Conclusion

Overall, wrapping up the above results we could support that Granger Causality runs from exogenous variable/s to industrial production on the long run at 0.01 level of significance. The ECT is negative, showing quick adjustment after the shocks. Variance decomposition and impulse response functions suggest that the long run Granger causality runs from Interest rates to Industrial Production. At 0.01 level of significance within VECM(1) there is a Granger Causality running from Foreign reserves to Interest rates in the Short Run, and from CPI to Exchange Rates in the Long run (PPP holds). Within VECM(7) Granger Causality runs from Interest rate to Industrial Production (at 0.01 level of significance). Note that signs are as expected i.e. lower rates higher IP.

On top of that, in the context of policy implications someone could suggest that If the above are combined then there is a policy implication that shows if the Central Bank of Bulgaria decreases the foreign reserves (it will happen when/if Bulgaria joins EMU) then Interest rates will go down and thus IP will be further boosted, thus it could work as a constant stimulus of growth etc.

Overall, macroeconomic policy analysis, design and application require taking under consideration interdependencies that exist across markets, regions, union blocks (like E.U. and E.M.U) and economies. At the same time national economies must be considered both from a global and a domestic perspective and transmission channels must be studied and understood.

A GVAR model of the global economy is a model that allows us to further elaborate on the above and relate all five countries. Specifically, GVAR allows us to analyse and capture the interdependencies within a macroeconomic context and furthermore to understand the transmission channels and the responsiveness of economies to both external and internal shocks that are related to the effects of changing macroeconomic conditions.

This research contributes both on an academic and practical level in a number of directions including the broader area of G-VAR and its extensions, the area of international economics and relations, monetary economics, economic and macroeconomic policy design and implementation and real growth too.
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1. Introduction

Nowadays, South East European Countries are embracing the need to create a more connected and functioning relationship between government, business and universities to increase the level employment, productivity and for economic development in general. Based on the importance of the interaction between government, industry and universities, a model, called Triple Helix model, was developed by Henry Etzkowitz and Loet Leydesdorff in the 1990s. The Triple Helix model of innovation means an extensive and active collaboration between actors and argues that the creation of the knowledge base depends on the synergies created between the main actors of the economy, university, industry and government. The Triple Helix of university, industry and government relations has been described as a ‘highly charged intellectual enterprise (Todeva and Etzkowitz, 2013).

This research study is focused on the collaboration between universities – industry that is possible by many factors, such as publications, workshops or conferences, staff recruitment and the most significant factors are personal exchange of information, knowledge and experiences advantage (Ankrah and Al-Tabbaa, 2015). Universities educate people for the region and train talented problem solvers, provide cultural amenities to a local area (Goddard and Chetterton, 1999), and provide direct assistance to industrial firms in their innovative activities (Chesbrough et al., 2006; Mowery et al., 2001). Firms that can build links with university research may be more productive and may be able to gain higher status and value in the commercial exploitation of their knowledge (Zucker et al., 1998). They may even be more likely to innovate if they interact together (Feldman, 1994). A framework of university – industry collaboration is proposed for the South – East European Countries as a tool which facilitates the collaboration between universities – industry actors.

There has been a substantial increase in these collaborations and interactions in several developed and transitional nations, which is attributed to a combination of pressures on both industry and universities (Giuliani and Azra, 2009; Meyer-Krahmer and
Schmoch, 1998). For industry, pressures have included rapid technological change, shorter product life cycle and intense global competition that have radically transformed the current competitive environment for most firms (Bettis and Hitt, 1995; Weight et al., 2008). With regards to universities, pressures have included the growth in new knowledge and the challenge of rising costs and funding problems, which have exerted enormous resource burdens on universities to seek relationships with firms to enable them to remain at the leading edge in all subject areas (Hagen, 2002). These pressures on both parties have led to an increasing stimulus for developing University – Industry collaborations that aim to enhance innovation and economic competitiveness at institutional levels, through knowledge exchange between academic and commercial domains (R et al., 2013).

2. Literature Review

A systematic review of the literature was performed to assess the current knowledge and collate scattered findings to present them in a way that is more relevant, reliable and provides collective insights and guidance to meet the needs of academics, practitioners and decision-makers.

2.1. Systematic Literature review method

The main objective of this study was to establish what is known about the key aspects of University – Industry collaboration, and find out how these aspects may be related. Guided by this objective, the methodology is based on the work performed by Tranfield et al. (2003) towards carrying out the review. The systematic review covered relevant articles to answer the following research questions related to UIC:

- What are the relations between geographical proximity with organizational forms and types of knowledge interaction between universities – industry?
- What are the drivers, benefits and barriers for university-industry co-creation in different tiers of geographical proximities?
To exclude some of the studies, in this article is used Farrington’s methodological quality scale by implementing five criteria to assess the methodological quality of evaluation studies, including: internal validity, descriptive validity, statistical conclusion validity, constructs validity and external validity.

The first issue relates to the study’s boundaries. The current research reports and discusses articles that have been included in academic journals during the period 2000 and 2016. This indicates the potential of some relevant studies to be excluded from the review. Nonetheless, this is an acceptable practice in systematic review (Pittaway and Cope, 2007), as all important contributions in each research field would usually appear continuously in subsequent journal papers. The second limitation concerns the selection of keywords applied to control in the inclusion criteria of the papers. However, to mitigate the consequences of this issue, a careful approach has been followed in the inspection process that incorporates three steps: title, abstract, and full text. Importantly, this would ensure that all relevant studies have been consulted.

The table below shows the key and the most cited authors for the keywords of the paper.

2.1.1. Organizational forms and types of interaction between universities – industry in different geographical proximities

Geography is an important determinant of firms’ collaborative behaviour regarding innovation, and this article argues that geographical proximity to universities and industries’ propensity to collaborate with local universities in the innovation process is winding, as the relationship depends on the characteristics of firms and universities, and on the related choices made by managers in firms and academics working in universities (Laursen, Reichstein and Salter, 2015). Geographical proximity is important for knowledge exchange especially when knowledge is “person-embodied, concept-dependent, spatially sticky and socially accessible only through direct physical interaction” (Laursen and Reichstein, 2015).
The most famous forms pursued in practice and discussed in the literature are: Joint ventures, Networks, Consortia and Alliances (Barringer and Harrison, 2000), which varies depends on the degree to which participants are linked. Different researchers present different typologies on University – Industry relationships. For instance, Chen (1994) classified the forms of University – Industry collaboration for technology exchange according to the duration of the relationship and the technology flow. Santoro and Gopalakrishnan (2000), on the other side suggest four classifications for University – Industry collaborations, including: research support (i.e. endowment/Trust fund), cooperative research (i.e institutional agreements, group arrangements, institutional facilities, and informal intentions), knowledge transfer (i.e. hiring of recent graduates, personal interactions, institutional programs, cooperative education), and technology transfer (i.e. product development and commercialization activities through university research centers).

However, another framework proposed by Bonarccorsi and Piccaluga (1994) consisted on six main categories, namely: Personal Informal Relationships, Personal Relationships, Third Party, Formal Targeted Agreements, Formal Non-Targeted Agreements and Creation of Focused Structures. This framework has been extended by Bonarccorsi and Piccaluga (1994) to reflect additional information in terms of three dimensions: a) Organizational resources involvement from the university, b) Length of agreement, and c) degree of formalization. So, if the firm’s contact with the university is with an academic without any agreement signed with the university there is no organizational resources involvement. The length of the agreement between universities and firms could vary from short in the case of Personal Formal Relationships, too long in the case of specific or Focused Structures. The issue of formalization is very important because of the argument that increasing formalization and monitoring of the relationship in a University – Industry collaboration could lead to conflict and distrust among the parties in their attempt to maintain the autonomy of their organizations in the face of increasing interdependence (Santoro and Gopalakrishnan, 2000, Ring and Van De Ven, 1994).
The relationship between geographical proximity to universities and firms’ propensity to collaborate with local universities in the innovation process is winding, as the relationship depends on the characteristics of firms and universities, and on the related choices made by managers in firms and academics working in universities. So, based on the most famous pursued in practice and discussed organizational forms, the literature show that the most famous organizational forms if Universities and Industries are far away from each other are Networks and the most famous organizational forms if Universities and Industries are nearby each other are Joint Ventures as an organizational form advantage (Ankrah and Al-Tabbaa, 2015).

The term knowledge interaction is used to describe all types of interactions between organizations and/or individuals from the firm side and the university side, directed at the exchange of knowledge within innovation processes.

<table>
<thead>
<tr>
<th>Types of knowledge interaction</th>
<th>Formalization of interaction</th>
<th>Transfer of tacit knowledge</th>
<th>Personal (face to face) contact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment of graduates by firms</td>
<td>+/-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Activity</td>
<td>+</td>
<td>+/-</td>
<td>-</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>----</td>
<td>-----</td>
<td>----</td>
</tr>
<tr>
<td>Conferences or other events with firm and university participation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New firm formation by university members</td>
<td>+</td>
<td>+</td>
<td>+/-</td>
</tr>
<tr>
<td>Joint Publications</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Informal meetings, talks, communications</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Joint supervision of PhD and Masters theses</td>
<td>+/-</td>
<td>+/-</td>
<td>+/-</td>
</tr>
<tr>
<td>Training of firm members</td>
<td>+/-</td>
<td>+/-</td>
<td>+</td>
</tr>
<tr>
<td>Mobility of researchers between universities and firms</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Sabbatical periods for university members</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Collaborative research, joint research programmes</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Lectures at universities, held by firm members</td>
<td>+</td>
<td>+/-</td>
<td>+</td>
</tr>
<tr>
<td>Contract research and consulting</td>
<td>+</td>
<td>+/-</td>
<td>+</td>
</tr>
<tr>
<td>Use of university facilities by firms</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Licensing of university patents by firms</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Purchase of prototypes, developed at universities</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Reading of publications, patents etc.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

+: interaction typically involves formal agreements, transfer of tacit knowledge; +/-: varying degree of formal agreements, transfer tacit knowledge, personal contacts; -: interaction typically involves no formal agreements, no transfer of tacit knowledge, no personal contacts.

*Source: (Schartinger et al., 2002)*

Mohnen & Hoareau (2002) find that size, government support, patenting and scientific industry status contributes positively towards explaining R&D collaborations with universities relative to other types of cooperation. Capron & Cincera (2002) also confirm the importance of firm size and government support as significant drivers for R&D cooperation with universities (Veugelers and Cassiman, 2003). Based on the table above, collaborative research (joint research programs) between universities and firms involves formal agreements and requires personal (face to face) contact. On the other hand, reading of publications and patents typically involves no formal agreements and no personal contacts between people from two different institutions (Schartinger, Rammer, Fischer and Frohlich, 2002).
To exchange knowledge, direct *face-to-face* contact is often required to help individuals explain to one another knowledge emerging from research activities that are still fluid and only partial formed (Storper and Venables, 2014). However Gertler posits that firms have to find ways of establishing common interests and aligned incentives with their academic partners and this can only be done by “being there” in order to establish a common background and shared set of expectations and understandings about the nature of the collaboration (Gertler, 2015).

Finally, geographical proximity can play an important role in shaping university-industry collaboration, but that the type of university in the local area shapes the likelihood that a firm will collaborate with a university.

### 2.1.2. Drivers, benefits and barriers for university-industry co-creation

A large variety of potential drivers exists for university and industry to collaborate, which drivers for both actors are discussed separately. Governments are actively encouraging collaborations between universities and industry as a means of improving innovation efficiency and thereby enhance wealth creation (Barnes et al., 2002). Universities are increasingly turning their attention to encouraging University – Industry collaboration in response to government policy and as an institutional strategic policy (Howells et al., 1998; Perkmann et al., 2011). Universities offer extensive access to a wide variety of research expertise and research infrastructure, whilsts industry offers extensive access to a wide range of expertise in product development/commercialization, market knowledge (Sherhood et al., 2004) and employment opportunities for universities graduates (Lee and Win, 2004; Santoro and Betts, 2002). So, one of the most significant reasons why universities can be motivated to build relationships with industry is to take advantage of these strengths for mutual advantages (Ankrah and Al-Tabbaa, 2015). Universities are motivated to collaborate with industry because they reduce their dependence on public pursue (Logar et al., 2001), but also Industry funding usually involves less bureaucratic red tape than public funding. Faculty members may be
motivated by personal financial gain to enter into relationships with industry (Siegel et al. 2004). Furthermore, Harman and Sherwell (2002) suggest that an important incentive for universities to partner with industry is publication in journals, as producing accessed-publicly information would emphasize the original mission of universities in disseminating the knowledge (Newberg and Dunn, 2002).

On the other side, Industry has a large variety of potential benefits to collaborate with universities and constantly is trying to get benefits from governmental programs by collaborating with the universities. A very significant driver for industry to enter into University – Industry collaboration is to seek to commercialize universities – based technologies for financial gain (Siegel et al. 2003). Another driver for industry to enter into University – Industry collaborations is to gain access to students for summer internships or hiring (Ankrah et al., 2013; Siegel et al., 2003), but also faculty member or senior researchers can also be hired to consult during the time they are allowed to work outside of the universities (Perkmann et al., 2011). Firms also partner with universities because of the possibility of benefiting financially from serendipitous results of research activity, innovative outputs, cost savings especially those relating to knowledge creation and exploitation (George et al., 2002).

The level of incentives does not correspond with the level interaction between actors, because the level of interaction depends significantly on the possibilities to communicate. So, if motives are higher to interact internationally because of the benefits, the possibilities are higher in a regional orientation perspective to interact.

A report of the Joint Project of the U.S. National Council of University Research Administration and the Industrial Research Institute recommends the following principles for university – industry endeavors in regional and international orientations:

- Successful UIC should support the mission of each partner;
- Institutional policies should focus on fostering appropriate long-term partnerships between actors;
- Universities and Industry should focus on the benefits of each actor to ensure timely conduct of the research and the development of the research findings.
Below, is a summary of the motives for interaction between university and industry:

Table 2: Drivers of University – Industry Collaboration

<table>
<thead>
<tr>
<th>University</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enhancement of teaching</td>
<td>Sourcing latest technological advances</td>
</tr>
<tr>
<td>Funding/financial resources</td>
<td>Laboratory usage</td>
</tr>
<tr>
<td>Source of knowledge and empirical data</td>
<td>Personnel resources/cost savings</td>
</tr>
<tr>
<td>Political pressure</td>
<td>Risk sharing for basic research</td>
</tr>
<tr>
<td>Enhancement of reputation</td>
<td>Stabilising long term research projects</td>
</tr>
<tr>
<td>Job offers for graduates</td>
<td>Recruiting channel</td>
</tr>
</tbody>
</table>

*Source: Rohrbeck and Arnold, (2006)*

There is high degree of interactions between academics and external organizations, but there are also a range of factors that constrain such interactions. Lambert has considered companies and universities as two different entities which are natural partners even though their cultural and mission’s differences are significant and sometimes tend to constrain their interactions (Lambert, 2003). The most important constraints considered by the scientists are lack of time, bureaucracy, and insufficient rewards and these constraints vary by the disciplines. At the core constraints to University – Industry collaborations are the different institutional norms governing public and private knowledge (Dasgupta and David, 1994). Based on Brunnel, D’Este and Salter perspective, they focus on three potential mechanisms to reduce the obstacles to University - Industry collaboration: experience of collaboration, breadth of interaction and inter-organizational trust.

Research on inter-organizational alliances shows that collaboration experience is a critical determinant of the success or failure of subsequent alliances (Hagedoorn and Schakenraad, 1994). Involvement in a variety of channels of collaboration may contribute to better equip the firm to manage conflicts over the orientation of research for engaging in a broad range of interaction channels which creates substantial synergies between channels, and this broad engagement contributes to strengthening the firm’s capacity (Brunnel, D’Este and Salter, 2010). High level of trust helps to reduce the dears that one
of the partners will act opportunistically, expresses the capacity of firm and university to work together to resolve problems, and demonstrates a willingness to understand and adjust behavior to align with the needs and expectations of partners (Zaheer et al., 1998).

3. Research methodology

To propose a framework on UIC, the use of qualitative research method for the whole research is necessary.

Focus groups will further support the research proposed model. Thus, through a systematic literature review, besides identifying different types of interactions, organizational forms, barriers and drivers of interaction, on the second stage through the focus groups the research was oriented to the actor's and stakeholder's behavior according to the levels and conceptual frameworks considering the components of each level.

Essentially, qualitative analyses are based on hypotheses raised before starting the focus group discussions. To test the following hypotheses, focus groups were organized in three different countries from SEE (Greece, Albania and Kosovo):

**H1**: There is a positive correlation between geographical proximity and the level of knowledge and innovation capacity;

**H2**: Industry has a positive tendency for collaboration with university, more than university with industry;

**H3**: The level of education at industry is positively related with the level of collaboration with university;

**H4**: Micro level of the stakeholders is the base of a proper UIC?

3.1. Research outcomes
Recently, there has been an increasing role of the Universities that can play in contributing to economic growth. Results show that there is a negative correlation between geographical proximity and the level of knowledge and innovation capacity. *This means that as lower as the distance between University and Industry is, the higher is the level of knowledge exchange and innovation capacity, but results even show that industry is more interested in collaboration with universities rather than university with industry* (Laursen K., 2015).

Above there is a broad scale of conceptual frameworks and components which are going to be researched and analyzed on the next stages. Because the study is an inductive study, it will start from the micro level with individual stakeholders to the macro level with community stakeholders, which will result with a framework for this community (SEEC).

The paper after identifying drivers and barriers, organizational forms and types of interactions, identified some conceptual frameworks considering the level of the stakeholder. The application of these conceptual frameworks at SEEC facilitates UIC, which enables the generation of the innovations and makes more efficient the utilizations of resources. So, SEEC need more entrepreneurial and engaged universities who are willing to interact with government and industry through cross-employments, internships, research projects etc.
As the final common proposal from the focus groups was a *proper framework to organize the exchange between actors.*

### 4. Conclusion

The initial stage of thesis was identifying organizational forms and types of university – industry co-creation, drivers and barriers for university – industry co-creation, the relation between University and Industry in different tiers of geographical proximities, and getting deeper understanding on entrepreneurial and engaged universities and their changing role in different periods and modes.

Based on these theoretical foundations, we show that the lower as the distance between University and Industry is, the higher is the level of knowledge exchange and innovation capacity, but even the higher is the level of education the higher are chance to collaborate
with universities. Results even show that industry is more interested in collaboration with universities rather than university with industry, and the possibility of collaboration between university and industry depends on the functionalization of the conceptual frameworks, which means that conceptual frameworks are considered as significant factors which impact on the performance and development of all actors and stakeholders. As the final common proposal from the focus groups was a proper framework for SEEC to organize the exchange between actors which is shown above.
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Abstract. The concept of “Civic Consciousness” has been employed in practical discourses and several empirical researches; however the multidimensional measurement model of the concept has not been constructed. The following article endeavors to introduce predesign of exploration of how civic consciousness can be measured. We propose construction of measurement model of civic consciousness applying two statistical techniques of structural equation modeling: Latent Variable Path Analysis and Confirmatory Factor Analysis and comparison and testing of distinct multidimensional models to capture best understanding to the underlying construct of civic consciousness.
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Introduction

The quantitative reflection of civic consciousness based on the empirical researches is an important research question since it will directly help the understanding of the development perspectives of a society and formation of civic identity, the basic sentiments and attitudes of society towards democratic and civic values and norms. This is essential especially for the countries experiencing transition from the totalitarian or semi-totalitarian regime to the relatively democratic ones which assumes radical changes in governmental, political, economic and social structures. Measurement of civic consciousness will enable to derive sustainable model constructed on the consistent variables along with the widely spread behavioristic approaches describing the civic behavior of the individuals at the micro-level. The measurement model will enable insight into the core factors underlying the civic behavior of individuals rather than describing the civic behavior itself.

Within the framework of this research work we employ the concept of “civic consciousness” to define a system of particular personal immanence which expresses ones competences, orientations, beliefs and behavior as well as self-reflection towards civic, political and public spheres. Civic consciousness of a group or society is defined as a compound of civic consciousness of individuals of the particular group/society. In this paper we establish multidimensional definition of civic con-
consciousness considering it as a latent construct (endogenous variable) which can be measured through a combination of directly observed variables (exogenous variables). The paper includes literature review on the topic as well as description of brief methodology on construction of measurement model of civic consciousness.

**Literature Review**

People and institutions are talking about particular level of development of “civic consciousness” among different persons, groups or societies. Rising of “civic consciousness” is one of the general objectives stated by different civic organizations, civic society and movements. Nevertheless, at the academic level the concept of “civic consciousness” has not received its concrete and widely accepted meaning which leads to various interpretations and misinterpretations of the concept.

Sandal calls the concept of civic consciousness “tentative” and meanwhile “viable” emphasizing that it can be used to describe “individual process of orientation in social and political life” [Sandahl, J., 2015]. Among other interpretations of the concept is “citizen’s being conscious of duties towards state and home country” [Janowitz, M., 1983], “combining elements of reason, self-criticism and political commitment with themes such as social identity, personal habits, knowledge and values” [Janowitz, M. 1983, Cf. Lange & Onken 2013], “aggregate of attitudes relating to the following: respect for law, support of government, concern for fellow citizens, and the willingness to promote public welfare” [Close, D., 2003], “the initiative knowledge of the relationship between individuals and the state or society; the rational cognition of citizenship, civic rights and liabilities and civic virtues; the internalization and identification of the social behavioral norms and basic values” [Huasheng, T., 2012], “understanding of contemporary political life and political alternatives” [Sandahl, J., 2015]. Most of the definitions of civic consciousness in some sense outline its multidimensionality describing it as an aggregation of particular personal attitudes and characteristics serving as components of the concepts.

in activities in the school, youth center, family and mass media on their civic consciousness [Cheung Ch., Ty Lee, Chan W., Leung K., 2014]. On the other case the authors used three components to describe the level of Technical University Students’ civic consciousness, which are cognitive, emotional and personal, practice-effective components [Valeeva A. R., Koroleva E. N. & Sakhapova K. F., 2015].

Within these quantitative empirical researches there are quite limited attempts of constructing measurement models of civic consciousness. Huasheng T. [2012] uses the following dimensions to describe civic consciousness in contemporary China: cognition of own roles, national identity, political participation, legal consciousness, moral consciousness, ecological civilization, global citizenship. These dimensions serve as a base to construct a scale on civic consciousness and to present broad empiric data on the topic in contemporary China. However, the analysis is limited within descriptive interpretation of data and the author does not provide measurement and structural models of civic consciousness based on the identified dimensions. Angelou J. [2015] provides further development to Huasheng’s approach introducing underlying structure of the construct being measured based on multidimensional analysis methods. The author identifies five factors underlying the civic consciousness as follows: personal identity and citizenship, national identity, moral consciousness, ecological consciousness and social citizenship. The author recommends “equation modeling” as the next statistical treatment for the further development of the scale - “a technique which will further identify the percentage by which a certain item contributes to the factor it has been loaded” [Angelou J. 2015].

On the whole, the review of key literature reveals limited attempts of constructing measurement model of civic consciousness, however, literature comes with valuable researches aimed at model building on the concepts cohesive to civic consciousness such as civic competence [e.g. Hoshins B., Villalba E., Nijlen D., Barber C., 2008], civic engagement [e.g. Flanagan C., Syvertsen A., & Stout M., 2007, Wray-Lake L., Metzger A., & Syvertsen A., 2016], environmental consciousness [e.g. Sánchez M., 2010] and etc. These examples of model building of cohesive concepts may serve as methodological guidelines while developing measurement model of civic consciousness.

Proposed Methodology

General Principles

The research work aims at the development of measurement model of civic consciousness in the Armenian society. The objective of the research work is construction of a heuristic measurement model of civic consciousness which will enable further measures of the level of civic consciousness in the Armenian society. However, we hope in development of universal scale and measurement model depart of particular social context which will be applicable also to the similar studies carried out in other societies and groups.
As mentioned above, we adopt multidimensional definition of civic consciousness, which considers incorporation of dimensions habitually associated to this notion. Based on the analytical review of approaches found in the literature, these dimensions are identified as follows: civic competence (cognitive dimensions, including items referring to recognition of civic and democratic values and norms, forms of engagement and etc.), civic orientations and beliefs (affective dimensions, including items referring to orientations and believes towards civic values and norms, engagement to civic, political and public life and etc.), deliberate civic behavior\(^1\) (behavioral dimensions, including items referring to the commitment to engagement to civic life, public discussions and etc.) and self-reflection (dimension referring to the orientations and believes towards the “self” as a citizen and civic actor).

“Each action … takes place in a situation consisting of objects, each actor has a system of relations-to-objects” [Parsons, T. & Shils, E., 1951], accordingly we distinguish three broad classes of the objects of orientations: civic sphere, some aspects of public life and political life, simultaneously adopting that the boarders of these spheres are not precisely defined, but rather interweaved. In addition to these three main spheres, we distinguish also “self” as a fourth object of orientations.

Based on the defined dimensions of civic consciousness as well as objects of orientations our proposal to operationalization of the concept is shown in Annex 1. The operationalization scheme has been developed in a way to cover all possible aspects of variables to be associated to the concept of civic consciousness. Based on the results of model construction techniques, the variables having low correlations to the conceptual structure will be eliminated.

There are numerous ways to model multidimensionality of a given construct, and each approach comes with different theoretical assumptions and empirical implications [Wray-Lake L., Metzger A. & Syvertsen A., 2016]. The construction of measurement model of civic consciousness implies application of quantitative data which will be collected using structured questionnaire. The latter will include identified endogenous variables (directly observed variables) according to the operationalization of the concept.

The population of the survey is Armenian society, i.e. all adult residents living in Armenia. Representative sample will be constructed - selection will be made in nested, random-cluster way, which means that geographical clusters will be selected (cities and rural communities) and individuals within a particular geographical cluster will be selected randomly. The quantitative data will be collected based on face-to-face interviews using structured questionnaire.

\(^1\) “Deliberate behavior” is emphasized here, as the civic behavior is considered to be fully realized and voluntary, which lacks especially in totalitarian or non-totalitarian countries, on the other hand absence of behavior may be recorded (for example one’s not participating in elections) being announced as “boycott” which is a realized civic action and should be incorporated into the scale in a proper manner.
Why Armenia? Historical context

Armenia has passed through the process of transition from Socialism to Capitalism, as well as experienced transition from the totalitarian regime to the relatively democratic one. These assume radical and tricky changes in social, economic and political life. The overcome of the phenomena of “socialist mentality”, “socialist spirit” or “planned consciousness” specific to soviet society was and is going to be one of the main difficulties of this transition. For several decades the formulation of human identity has been the object of social institutes and ideological organizations aiming at controlling humans’ ideas, attitudes and activities from the “above” and “adjusting” them to meet the standards. After Soviet Union breakdown the promotion of civic values became one of the key components of developmental initiatives, governmental toolkits and civic organizations in Armenia. The discourses of “democracy”, “civic society”, “citizenship” and development of “civic consciousness” started to spread over throughout Armenia society. Nevertheless, though these broad attempts, in many aspects Armenian society is still post-soviet society: it continues to live with past stereotypes and mentality “by inertia”.

The articulation of ideas, beliefs and sentiments of these two controverting social times in Armenian society leads to need to examine the level of development of civic consciousness as an indirect answer to the question of at what level “democratic rules of game” are accepted in Armenian Society. The answer to this question will give insight into the question of what is the current situation of Armenian society in terms of development of civic values and norms. Employment of concept of civic consciousness will lead to understanding of “what is going on in peoples’ mind” rather than describing patterns of civic behavior which may be misleading in countries lacking democracy as Armenia is. As a country formerly involved in transition processes from the totalitarian regime to the relatively democratic one and currently experiencing the breakthrough towards deepen democratization as an Eastern Partnership country, Armenia may serve as a sample while studying civic consciousness in other post-soviet countries where historical context is rather similar.

Construction of a Measurement Model

It is recommended to define civic consciousness as a latent variable or emergent variable as it is intangible and not observable in a direct manner, which means we construct combination of directly observable variables which in a particular manner are describing the latent construct. Model construction includes application of multivariate analyze procedures for data structure simplification and reduction which will lead to identification and interpretation of civic consciousness as a latent variable or emergent variable.

Two basic principles of model construction are proposed: application of two distinct statistical techniques for model construction and testing and comparision of three distinct multidimensional models.
Application of two distinct approaches of structural equation modeling (SEM) technique to determine the measurement properties of the scales is suggested: Confirmatory Factor Analysis (CFA) and Latent Variable Path Analysis (LVPA). SEM is used when data consist of multiple indicators for each variable (called latent variables or factors) and specified paths connecting the latent variable [Datallo, P. 2013]. CFA and LVPA bring together individual items to tap larger and abstract meta-concepts as “civic consciousness” is by its definition. CFA is used in testing the measurement model which is specified a priori based on theory. LVPA is used for simultaneous test of measurement and structural parameters. It incorporates relationships between observed and latent variable, relationships between latent variables and gives information on errors and disturbances. Measures of reliability of the scales (Cronbach’s alpha) along with the SEM and PCA results are also proposed to evaluate internal consistency of the results.

It is proposed to compare distinct multidimensional models to determine which model(s) best capture collected empirical data on civic consciousness including the following models: unidimensional single latent variable model, higher-order factor model, multiple higher-order factors model. Comparison and testing of alternative approaches of model construction will help to more precise understanding and identification of structure of civic consciousness.

**Conclusion**

In this paper we have defined civic consciousness as a system of particular personal immanence which express competences, orientations, beliefs and behavior as well as self-reflection towards civic sphere and particular aspects of political and public spheres. Civic consciousness of a group or society is defined as an aggregation of civic consciousness of individuals of the particular group/society. We establish multidimensional definition of civic consciousness proposing an operationalization which includes four basic dimensions comprising it (cognitive, affective, behavioral and self-reflectional). We established objects of orientations as follows: civic sphere, some aspects of public and political life, and “self”.

The proposed methodology includes quantitative data collection using structured questionnaire developed according to the theoretical operationalization of the concept of interest. For construction of measurement model of civic consciousness Confirmatory Factor Analysis and Latent Variable Path Analysis measurement methods are proposed for application as well as testing and comparison of unidimensional single latent variable models, higher-order factor models and multiple higher-order factors models to capture best reflection of empirical data.
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Annex 1. Operationalized Structure of Civic Consciousness
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Abstract. The present paper is part of my PhD project which aims to juxtapose the various aspects of the Greek and Bulgarian national idea during the last decades of the 19th century, and more specifically from the end of the Russo-Turkish War in 1877/78 until the unification of Eastern Rumelia and Bulgaria in 1885, in order to draw a meaningful comparison and interpret the multifaceted nature of two opposing Balkan nationalisms. More specifically it examines how the Athenian press reacted against the provisions of the preliminary agreement of San Stefano in the beginning of 1878 in order to present the different flavors that the Greek Great Idea acquired in the time span between the San Stefano peace and the Treaty of Berlin.
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1. Introduction

The Graeco-Bulgarian antagonism over the territorial control of Macedonia and Thrace was an important aspect of the Eastern Question which was temporarily settled by the Treaty of Berlin in July 1878. Before that the preliminary peace of San Stefano1 which ensued from the Russian victory in the Russo-Turkish of 1877/78 had provided Bulgarians with all they could dare hope for uniting Moesia, Macedonia and Thrace in one state which was to stretch from the Danube and the Black Sea to the Aegean2. Obviously this settlement also served Russian expansionist policy in the

---

Balkans. Bulgaria was designed to become the strongest state in the Balkans under Russian influence and patronage. However, Russia’s aspirations to establish its hegemony in the Balkans were met with strong reaction by the other European Powers which led to the revision of the San Stefano agreement in the Congress of Berlin.

In the meantime Greece was alarmed by the Russo-Turkish initial arrangements for the establishment of a large Slavic state which would nullify Greek plans for territorial expansion northwards. Greek political elites and public opinion started to realize that the fate of the Ottoman ruled provinces of Macedonia and Thrace was at stake. Moreover, the Athenian press bitterly commented on the disproportionate Greek and Bulgarian gains.

2. The Great Idea and the Peace of San Stefano

In the course of the last decades of the 19th century the Greek Great Idea was still shaping and reshaping against an unstable political and diplomatic situation in the

---


2Russia would assume controlling position from the very beginning of the peace implementation. For example, Russians would supervise the organization of the autonomous Bulgarian state in the presence of their army. Jelavich B., (2004), Russia’s Balkan Entanglements 1806-1914, Cambridge University Press, Cambridge, 175.

3Kofos E., (2001), Η Ελλάδα και το Ανατολικό Ζήτημα, εκδοτική Αθηνών, Αθήνα, 151.

4Dakin D., (2012), Η Ενοποίηση της Ελλάδας, ΕΚΕΤ, Αθήνα, 205.

5While the Bulgarian state would possess the largest part of Macedonia and Thrace (except Thessaloniki and Chalkidiki) including cities with Greek population such as Kastoria, Serres and Kavala no territorial expansion was provided for Greece. According to the Treaty of San Stefano Turkey was committed to observe the Organic Law in Crete and introduce a system of local administration in Epirus and Thessaly with Christian participation. Divani L., (2000), Η Εδαφική Ολοκλήρωση της Ελλάδας (1830-1947). Απόπειρα Πατριωτικής Εκδόσεις Καστανιώτη, Αθήνα, 232.
Ottoman Balkans, which was complicated by the interference of the Great Powers. Greek society was still frustrated after the Greek political isolation and the concomitant failure to accomplish the Great idea through the Crimean War.

At a time that the memories of the Crimean War (1853-1856) were still fresh, the proposal for a Graeco-Turkish approach and the formation of a Greek-Ottoman federation came to the fore, although differently understood by different political and intellectual milieus. This stance was also determined by the fact that Constantinople as the cultural capital of Greece still exerted influence over Greek political and intellectual elites. In this context the publications of the Athenian press reveal how Greek society was divided between those who opposed the prospect of a Graeco-Turkish approach looking for Russian support instead, and those who favored the creation of a Greek-Ottoman federation in order to prevent Bulgarian possession of Macedonia and Thrace.

More specifically the terms of the San Stefano peace attracted the immediate attention of the Athenian press. Obviously the views that each newspaper propagated to the Greek public were in line with its overall political and ideological profile. The unique pro-Russian newspaper was the ‘Ephimeris’, which however expressed conflicting views towards Russian foreign policy. While it refrained from making any comments on the San Stefano provisions for Bulgaria, it criticized Greek governments for not having laid claims to Greek territorial expansion and for being indifferent towards the sufferings of the Greek populations living in the Ottoman Empire.

---

9 Λαος (1878), 13/3.
11 Exertzoglou H., (2015), Εκ δυσμάς του φωτός, Εξελληνισμός και οριενταλισμός στην Οθωμανική Αυτοκρατορία μέσα 19οου - αρχές 20ου αιώνα, Εκδόσεις του Εικοστού Πρώτου, Αθήνα, 42.
12 The analysis of the ideological and political profile of the Athenian newspapers is one of the issues of my ongoing research.
13 Λιπί τώρα, ως καθησυχασμένοι, δεν ήρθε διαπιστωμένας η Ελλάς αξιόσεις περί μεγαθίνων αυτής, αλλά παράπονα γραώδη κατά της αυξήσεως της Βουλγαρίας... Πώς να διαμαρτυρηθούμε δια την Καβάλαν, ενώ υπό τα όμματα του ελληνικού στρατού οι
the same time it opposed the plans for a Greek-Turkish approach the newspaper editor characterizing them as an indication of ‘national unconsciousness’

However, most Athenian newspapers belonged to the opposite site of the spectrum such as the newspapers “Laos”, “Alitheia”, “Dikaion” and “Ora”. According to them the inclusion of the allegedly Greek regions of Macedonia and Thrace to Great Bulgaria was a heavy blow to Greek irredentist policy. Being pro-British they published data and statistics in order to show that ethnic Greeks besides their cultural superiority formed the majority of the Christian population in Macedonia and Thrace. They also published lengthy articles on Bulgarian history and culture in order to demonstrate the cultural differences between Greeks and Bulgarians. In addition they proposed that Macedonia be granted autonomous status.

Pro-Russian sentiments receded when it was announced that due to British intervention a Greek delegation would be allowed to present the Greek case in the Congress of Berlin. At the same time articles presenting Great Britain as the unique defender of Greek national interests appeared in the pro-British press.

3. Conclusions

92
In sum, on the eve of the Congress of Berlin two opposing trends are displayed in the Athenian press. On the one hand it was the “Ephimeris” for which any effort at establishing an alliance with the Ottomans equaled national treason; on the other the newspapers who favored a more flexible policy towards Turkey. Although they admitted that long-term Greek and Turkish interests were conflicting, they claimed that under the current circumstances an alliance with Turkey would serve Greek national policies.

It is not strange that for the Greeks the traditional national enemy was the Ottoman Empire at least until 1870. Under the new unfavorable circumstances, they had to readdress the issue of their enemies and allies. Now it was the Bulgarians who became the most hateful enemies within a few months replacing the Turks who had held this position for more than four centuries. The Greek-Bulgarian conflict over the possession of Macedonia and Thrace made any attempt at reaching an understanding impossible. Moreover Greece was confronted with a problem that was not prepared to deal with.
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Abstract. This paper aims to present comprehensively the activity of state institutions namely the criminal policy of FYR of Macedonia in combating and preventing child sexual abuse. Firstly, the author will give a legal overview of the criminal legislation where there will be treated the respective articles in the Criminal Code regarding the incrimination of sexual violence against children and the evolution of penalties for perpetrators of such offenses. The subject of the study in this paper will also be the relevant documents adopted by the state institutions for combating and preventing pedophilia and other activities undertaken by these institutions in this regard. Will be analyzed the "Action Plan for the management of child sexual abuse and pedophilia 2009-2012" adopted by the Government and the "Protocol for cooperation between the competent authorities in cases of child sexual abuse and pedophilia", legal overview of the “Law on Special register of persons convicted with a final judgment for crimes of sexual abuse of minors and pedophilia”. There also will be reviewed the content of the online portal with the data of convicted persons for pedophilia in our country and the latest innovation in this field, incorporation of medical-pharmacological treatment as a security measure for child sexual abusers or otherwise known as "chemical castration of pedophiles". In this case, the Criminal Code and the Law on Execution of Criminal Sanctions and relevant articles that regulate the implementation and enforcement of this measure will be reviewed in depth.
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1. Introduction

Sexual abuse of children represents one of the most serious crimes against children in the contemporary world. This crime brutally violates the freedoms and fundamental rights of the child. The criminal legislation of FYROM considers “children” all the persons under the age of 14. These individuals due to the degree of their psycho-physical development are unable to protect themselves from abuses of a sexual nature, and it is the duty of society and state institutions to protect their physical and psychic integrity. Sexual abuse of children by adults represents a complex crime due to the psychological state of the perpetrator and psychophysical condition of the victim. Even more complicated is the situation when the child will be sexually abused by family members (incest), i.e. where the child should feel safe and
where it is believed that the best protection is offered. Looking at the statistics in our country, we can conclude that we have a significant number of abusers (sexual abuse of children), in some cases recidivist.

Therefore, following modern trends, our country has undertaken a series of legal measures to strengthen the criminal policy to combat and above all to prevent child sexual abuse. In this regard, in 2008 the Government of the RM drafted and adopted the "Action Plan for the prevention and management of child sexual abuse and pedophilia 2009-2012" which preceded the legal changes that followed in the Criminal Code, where new offenses against sexual abuse of children were incriminated and penalties prescribed for these types of offenses were significantly aggravated. Furthermore, a special law for online register of pedophiles was adopted, where the general public can have access to data on persons convicted of pedophilia in the country. "Protocol on Cooperation between the competent authorities in case of sexual abuse of children and pedophilia" was also adopted, which aims to take measures and actions in the most efficient manner by all organs of state that have to intervene in these cases. Definition of pedophilia by contemporary psychological literature, including the World Health Organization, appears as a mental disorder. Therefore, we should have specific approach for treatment of these individuals. Here we are talking about their medical treatment. In this sense, the FYR of Macedonia in 2014 became the first country in the region which incorporated in its criminal legislation the measure of medical-pharmacological treatment, also known as chemical castration and which will be applied in children sexual abusers.

2. Overview of Criminal Code regarding incrimination of child sexual abuse

The Criminal legislation of the FYROM based on the necessity for efficient protection of children from sexual abuse incriminated a number of offenses in the Criminal Code.

Therefore, the Criminal Code of RM in the nineteenth Chapter foresees "Crimes against gender freedom and gender morality," including these crimes: Rape – Article 186; Abuse of a disabled person – Article 187; Sexual assault against a child who has not attained 14 years – Article 188; Abuse using abuse of power – Article 189; Satisfaction of sexual desires in front of the other – Article 190; Mediation in conducting prostitution – Article 191; Child prostitution – Article 191-a; Displaying a pornographic material to a child – Article 193; Production and distribution of childrens pornography – Art. 193-a; Enticement on sexual intercourse or other sexual acts of a child who has not attained 14 years – Article 193-b; Incest – Article 194; Publication of court verdict – Article 194-a.

Furthermore, several other acts of this nature are also incriminated outside of this chapter, such as Article 197 - "Life affair with children" as well as Article 418-g - "Child trafficking".
Taking into consideration the social risk of these criminal offenses, the necessity to prevent these serious crimes and to offer an effective protection for the victims on one hand and the necessity of harmonization of the criminal legislation in this area with the international conventions and recommendations on the other hand, this chapter of the Criminal Code was changed and modified several times, but mostly in 2009 and 2014.

The Novel of 2014\(^1\) made significant interventions and changes in the part of the crimes against gender freedom and gender morality where the punishments foreseen in this chapter for the criminal offenses of sexual abuse of children under the age of 14 were significantly harshened.

The offense of "Sexual assault against a child who has not attained 14 years", it is considered that it is done by someone who will perform sexual intercourse or other action against a child who has not attained 14 years and will be sentenced to at least 12 years of imprisonment. Before the changes in 2014, the punishment for this crime was at least 8 years of imprisonment. The second paragraph further provides the most severe form of this offense, stating that if due the action performed as described in paragraph 1 is caused grievous bodily harm, death or other serious consequences or if the offense is committed by several persons or in a cruel and degrading manner, the perpetrator will be sentenced by at least 15 years imprisonment or life imprisonment (Article 188). The object of protection of this crime is the right development of children up to age 14, which means fully protection from various forms of sexual abuse (pedophilia) and by abnormal influences on their formation as healthy individuals. This is why criminal law includes principle prohibition to any sexual relationship with children who have not attained 14 years, regardless of gender. Sexual intercourse or other sexual action either willingly or by force are also incriminated, so the child's agreement to such relationships has no value since the child this age can not form free will\(^2\).

Other aforementioned criminal offenses also aim to protect children from any kind of sexual abuse. To achieve this goal, the penalties prescribed for such offenses are quite high. For instance, for the offence “Satisfaction of sexual desires in front of the others” in the third paragraph it is claimed that whoever commits a sexual act in front of a child who has not attained 14 years or pushes him to conduct a sexual act in front of him or in front of someone else, such an act shall be punished with imprisonment of at least 4 years (Article 190).

As the worst form of committing the criminal offense "Child prostitution" is foreseen committing such acts against a child who has not attained the age of 14 and the punishment prescribed for the perpetrator in this case is at least 10 years of imprisonment (191-a).

\(^1\) Law on Amendments and Addendums of the Penal Code of RM, Official Gazette No. 27.2014, 2014
For the criminal offence “Production and distribution of child pornography” the penalty prescribed is imprisonment from 5 to 8 years (193-a).

For the criminal offence “Fraud or other action for sexual abuse against a child who has not attained 14 years” the penalty prescribed is imprisonment from 1 to 5 years (193-b).

For the criminal offence of incest in the cases when it is committed with a child who has not attained 14 years the penalty prescribed is at least 10 years of imprisonment.

The last Article of this Chapter, named “Publication of court verdict” provides that when sentencing for a crime committed against a child who has not attained the age of 14, the Court, upon the request of the public prosecutor, will decide that on behalf of the offender the final Court verdict or a certificate from this verdict will be published in the public media, while protecting personal data of the victim (194-a). This Article has a preventive nature, because it is considered that if the public is familiar with the Court verdict and the data of the sexual offender this will protect the children from the perpetrator especially in the area where he lives.


Government of FYROM approved the "Action Plan for the prevention and management of child sexual abuse and pedophilia 2009-2012" in 2008. The purpose of this plan was to contribute to the reduction of this phenomenon and its consequences, through increasing awareness, taking preventive measures, ensuring coordinated and effective protection, assistance, rehabilitation and reintegration of child victims of sexual abuse. This plan also aimed to provide the tools and mechanisms for the implementation of the assistance and protection of children from sexual abuse and pedophilia and establishment and promotion of a coordinated system of cooperation between governmental institutions and relations between governmental and non-governmental sector, including all areas that cover this issue.3

Within the document in question it is determined that this plan was based on several international documents, namely the Conventions which protect the rights of children such as the Convention of the Council of Europe for protection of children from sexual exploitation and sexual abuse, convention that deals the prohibition of child labor and urgent action to eliminate the worst forms of child labor, Convention on the rights of the child and the optional Protocol on the sale of children, child prostitution and child pornography.

Briefly, these were the specific goals of this plan:

The first goal has to do with the legal reforms, where the Plan determines that by the end of 2009, the Republic of Macedonia needs to harmonize its legislation with the Convention for the protection of children from sexual exploitation and sexual abuse of Council of Europe and also to ratify this Convention. This was expected to be realized through the adoption of relevant laws and amendments to existing laws.

Therefore, this goal is achieved and these changes were made with the Law on Amendments and Addendums of the Penal Code of RM4 on September 2009 where the existing incriminations for the child sexual abuse where modified and there was also introduced a new criminal offense “Enticement on sexual intercourse or other sexual acts of a child who has not attained 14 years” (article 193-b). As I mentioned above, significant changes were made also in 2014.

The second goal has to do with the research and analysis of the situation of child sexual abuse and pedophilia, data that should be obtained through the research of the current situation. On this occasion a study on the state of child sexual abuse and pedophilia in 2010 was prepared by the Institute for Sociological, Political and Juridical Research of the University "St. Cyril and Methodius" in Skopje and the UNICEF Office. The study was called "The abandoned and stigmatized - Analysis of the situation: the sexual abuse of children". We can say that this was the first serious and comprehensive research supported by governmental bodies, regarding the current state of child sexual abuse in our country.

The third goal relates to prevention and hereby are planned a series of activities towards raising public awareness about the problem of child sexual abuse and pedophilia that should be done through: various media campaigns, promotional materials, organizing workshops with the general population; organization of different educational workshops and introduction of the problems of sexual abuse and pedophilia into school curricula in nursery, primary and secondary schools; organization of different educational workshops with children and parents / caregivers; informing and educating parents / guardians and families who are at risk of social problem of child sexual abuse and pedophilia; training for NGOs in the country for the implementation of preventive activities to the problem of child sexual abuse and pedophilia; encouragement denouncement of cases of sexual abuse of children; undertaking measures for involvement of children in the education system and a number of other similar measures of a preventative nature.

Fourth, measures of assistance and protection to victims of child sexual abuse and pedophilia, which include: early detection of child victims of sexual abuse in educational centers-institutions, health care centers, social protection centers and necessary coordinated actions, the opening of the national SOS line for denouncing of child sexual abuse and pedophilia, the provision of effective treatment, assistance and protection of child victims of sexual abuse and pedophilia, prohibition of further victimization of children-victims of sexual abuse, provision of adequate forms of protection and care of child victims of sexual abuse and pedophilia as well as opening of information centers for the treatment of children - victims and their families and their psychosocial support.

The fifth goal was about the perpetrators respectively child sexual abusers and included the measures and treatment program for persons convicted for criminal sexual abuse of children and pedophilia, during and after the period of the sentence. Therefore, in 2014 a new security measure was introduced in our criminal legislation which will be elaborated in depth later in this paper.

The sixth goal, as was putted in this plan, it concerns the coordination of

4 Law on Amendments and Addendums of the Penal Code of RM, Official Gazette No. 114/09-14, 2009
competing authorities with non-governmental organizations for international cooperation and this was expected to be realized through the preparation of a single protocol for operation of institutions in the detection and treatment of cases of sexual abuse children and pedophilia, A key protocol was introduced in 2012 and will be discussed in this paper.

The seventh goal foresees continuing education of staff as continuous education of competent persons as well as inclusion of content related to child sexual abuse and violence into educational curricula in adequate higher education institutions.

The eighth goal, so called Specific evidence provides evidence establishing and reporting system for cases of child sexual abuse and pedophilia. As we shall see in this paper, in accordance with this, legal changes followed and now our country has special criminal records in addition to two records for cases of pedophilia.

And last, monitoring and evaluation that determines the effective and coordinated implementation of the action plan including financial implications, ultimately budget forecasts for all these activities.

4. Protocol for cooperation between the competent institutions in cases of sexual abuse of children and pedophilia

In order to undertake the most efficient measures for the prevention and management of child sexual abuse and pedophilia in the country, it was seen as a necessary action to adopt the Protocol for cooperation between the competent institutions in the cases of child sexual abuse and pedophilia5. This protocol was introduced and promoted by the Government in August 2012.

With this protocol is provided effective and successful cooperation of the competent authorities to raise the level of protection and assistance to child victims of sexual abuse and pedophilia, as well as assistance to the perpetrators of these criminal acts towards changing of their behaviour and their integration in society6.

Also, with this protocol is regulated the cooperation between competent authorities in accordance with the law, bylaws and Action Plan for the prevention and management of child sexual abuse and pedophilia for 2009-2012.

In this Protocol are provided the types of cooperation, the manner and the content of this cooperations between competent authorities and other participants in this process of detection and prevention of sexual abuse of children and pedophilia and in providing protection of child victims of sexual violence and pedophilia, as well as assistance in the integration of the offenders of these criminal society acts and their behaviour changing.


6 Ibid.
A continuation of the preventive fight against pedophilia and sexual abuse of children in FYR of Macedonia was the publication of data for persons convicted for pedophilia and other offenses related to child sexual abuse.

Therefore, in the Article 106-a of Criminal Code named “Special register” in the second paragraph is defined: “The court will deliver to the state administration body responsible for the affairs in the field of labor and social policy the data on persons convicted by a final judgment for offenses against freedom and gender morality and for the criminal offense under Article 418-g of this Code committed against minors, for which will be led a special register”. According to the third paragraph of this article, the purpose for the existence of this registry is to protect the rights of minors, under the terms and procedure determined by law. Meanwhile, the first paragraph of this article specifies keeping a special registry also for people to which is imposed a security measure, which are registered in medical records. Therefore, with this article there are established two separate registries among criminal records and their purpose is exclusively preventive, i.e., for the protection of persons to whom a security measure is imposed or the protection of minors.

Basing on this article in 2012 the Parliament adopted the “Law on Special register of persons convicted with a final judgment for crimes of sexual abuse of minors and pedophilia”. According to this Law an online register was created with personal data of the persons convicted for the crimes prescribed in the Chapter “Crimes against gender freedom and gender morality” against children under 14 years. This online register has an open access and anyone can see who are the persons convicted for pedophilia in the FYR of Macedonia.

This online register is coordinated by the Ministry of Labor and Social Policy and led by Bureau for Social Welfare – Skopje. Here you can search the information on persons convicted in the country, the respective town or district, their personal data: name, surname, address and photograph and the type of offense and sentence imposed. Also on this register there is prospect of the search by name and surname, if you wish to verify whether there was or is any appointed person convicted of such offenses. In the data of these persons it is also evident that the person concerned is serving a sentence or he/she is released.

In this portal there are data for a total of 214 persons who have committed 226 criminal offenses and who have served sentence or are serving sentence for crimes related to pedophilia. 5.14% of them or 11 convicted are female perpetrators and the rest 94.86% are males.

The largest number of criminal offenses committed in a total of 143 cases has to do with the offense of "sexual assault against a child who has not reached age 14" from Article 188. Than follows the offense under Article 418-g "Child trafficking" where we have a total of 43 cases, of which 6 are female perpetrators. There are 7 cases of

---

8 Law on Special register of persons convicted with a final judgment for crimes of sexual abuse of minors and pedophilia - Official Gazette No.11/2012.
9 Online register of pedophiles - [www.registarnapedofili.mk](http://www.registarnapedofili.mk)
incest from Article 194, all males. For the criminal offense under Article 189 "Sexual abuse with abuse of position" there are 4 cases, all males.

Male persons also have committed offense under Article 187 "Sexual abuse of disabled people", where there are 2 cases, and from Article 191-a "Child prostitution" a total of 3 cases. For the criminal offense under Article 193 "Exposure of child pornographic material" were convicted total 9 perpetrators, 8 males and 1 female. As a criminal offense where females outperform males, where from a total of 6 cases 4 are female perpetrators, is the one from Article 192 "Push towards and enabling sexual acts". With the changes in 2014 this criminal offense has been deleted from the Criminal Code of the Republic of Macedonia.

Regarding the profile of women as perpetrators in this record, it results that there are additional 11-female perpetrators convicted for offenses related to child sexual assault or criminal offense under Article 418g – child trafficking.

Regarding the geographical scope where perpetrators of these crimes come from, according to the data, majority of them are from the city of Skopje, a total of 15 cases and the Skopje region (the respective municipalities), with a total of 41 persons. Regarding the penalties sentenced to these people, penalties of imprisonment for a term of 4 years lead, with a total of 38 cases, with 8 years of imprisonment were sentenced 24 people, with 5 years - 17 people, with 10 years imprisonment - 15 persons, 1 person is sentenced with 13 years imprisonment, and one person is sentenced to life imprisonment and there are no data for one person.

As mentioned above, one person was sentenced to life imprisonment. It is the person with initials ZK, aged 45 years from Bitola, who was captured in 2013 and according to the media writings at the time, in 2013 ZK raped two minors (aged 8 and 11 years old) in his apartment and also, for a period of time, he had committed shameful acts in front of minors (aged from 8 to 15 years) in schoolyards.

In addition to these information in order prevention and protection of children, the portal contains a range of educational information regarding pedophilia and its prevention. Data of pedophiles will remain in this database (record) for a period of 10 years after the release of the convicted and if the perpetrator doesn’t repeat the offense for this period of time, his data will be deleted.

6. Medical-pharmacological treatment for child sexual abusers

Following the trends from other countries, FYR of Macedonia with the Amendments to the Criminal Code\(^\text{10}\) in February 2014, introduced a new security measure called "Medical-pharmacological treatment", or known as "chemical castration".

A state can castrate its citizens using one of two methods: surgical castration or chemical castration. Each achieves different physical and psychological results and is

\(^{10}\) Law on Amendments and Addendums of the Penal Code, Official Gazette of RM No. 27.2014
thus only justifiable in certain situations. Today castration is used in certain countries in the form of punishment (sentence) or in the form of medical treatment for offenders mainly of sexual crimes especially sexual abuse against children.

Castration has its origin very early in the ancient world. Thus, Physical castration of males has been known and used in the Ottoman Empire, where in the sultan's harem (the place where lived the Sultan’s wives, concubines and maids) where able to serve and work only castrated males (whose genitalia were removed entirely).

It was a punishment for adultery in ancient Egypt, for rape in twelfth century Western Europe, and for homosexuality in thirteenth-century France. In ancient Greece slaves were castrated for commercial purposes. In the USA, it was forced on prisoners of war and slaves. At the beginning of the nineteenth century, the eugenics movement used castration as means of protecting the “welfare of society” by castrating persons with mental deficiencies.

The term "chemical castration" describes a medical treatment that uses antihormonal drugs to block the release of hormones, resulting in significantly lower testosterone levels and sex drives in men. Chemical castration consists in giving the medicine on a periodic basis, usually in the form of injection, which quenches the sexual libido. Sweden, Germany and Denmark were among the first countries to allow chemical castration, as an alternative to the surgical form which is also permitted. It is significant that in these countries it is utilized solely as a voluntary treatment. In certain legislations chemical castration is incorporated as a sanction (USA, Poland, Estonia etc), meanwhile in others (Great Britain, Germany etc) is used as a medical treatment for the sex offenders with their reconciliation.

Criminal Code of RM in the Article 65-a states that: To the perpetrator of sexual assault against a child under 14 years old, when there is a risk of further commitment of such offenses, the Court can impose a measure of medical-pharmacological treatment (paragraph 1). So, this measure is provided only for the criminal offense “Sexual assault against a child who has not attained 14 years” (Article 188). The imposition of this measure needs the consent of the perpetrator of

the criminal offense, so, it is on a voluntary basis. "Compensation" for voluntary submission to such medical treatment is the reduce of the sentence of imprisonment, respectively, the perpetrator will serve half of the sentence. For instance, if for the criminal act is sentenced life imprisonment, the court may impose to the offender a sentence to imprisonment of 40 years; if for the criminal act imprisonment of 40 years is sentenced, the Court may impose to the offender a sentence of 20 years of imprisonment; and if the criminal act is punishable by 20 years of prison, the court may impose the minimum prison sentence prescribed for that criminal act as long as the perpetrator agrees to undergo chemical castration treatment, which will last until the end of his life or until the Court estimates that is necessary to take the treatment (paragraph 2, 3 and 4 of the Article 65-a).

Unlike the other security measures in our legislation, which are executed before serving the eventual prison sentence, the pharmacological-medical treatment will be executed after the perpetrator serves the prison sentence, meaning after the perpetrator has been released in freedom. The chemical castration will be performed in the specialized medical institutions. Supervision for the implementation of the treatment will be performed by the Directorate on Execution of Sanctions who will inform the court at least once in 6 months regarding the execution of this measure and the need for the continuation or discontinuation of the treatment (paragraph 5 of the Article 65-a).

Whereas, in principle, the application of the chemical castration is on a voluntary basis with the consent of the perpetrator, the application may be converted into mandatory in cases when the perpetrator will not undergo chemical castration or willingly abandons the treatment after giving the consent and serving the sentence. In these cases the court can determine that the measure should be executed by force in the health institution or other specialized institution (paragraph 6).

Whereas, when dealing with recidivism, the court will order the mandatory chemical castration even without the consent of the offender (paragraph 7) but without further specifying whether in this case they will benefit dimidiation or any easements.

The procedure of execution of the security measure of medical-pharmacological treatment is regulated by the Law on the Execution of Criminal Sanctions of the Republic of Macedonia with the changes made to this law in November 2014 where as a novelty was incorporated an entire chapter, Chapter XXI-a titled “Medical-pharmacological treatment of perpetrators of the offense sexual assault against a child who has not attained 14 years”.

This law regulates which institutions are responsible for the execution of this measure, who has the obligation to supervise the execution of this measure, how is the procedure of execution and other relevant issues regarding chemical castration.

This law states that the treatment will be done in specialized medical institutions.

A Directive by the Minister of Health, as indicated in law will arrange which are these institutions and the way how this procedure shall be done (Article 257-a).

18 Law on Amendments and Addendums of the Law on Execution of Sanctions, Official Gazette of RM No. 166/2014
The law confirms that the supervision of the execution of the chemical castration should be done by the Directorate on Execution of Sanctions in corporation with Corrective institutions - prisons and specialized medical institutions. Corrective institutions are obligated to send the court decision with which this measure has been imposed to the Directorate for Execution of Criminal Sanctions immediately after the beginning of prison sentence of the convicted person, (Article 257-b). The way how this data will be submitted closely will be regulated with an additional Act from the Minister of justice (Article 257-b). Furthermore, this Directory send the verdict to the specialized medical institution before commencing the preliminary stage for the release of the convicted person for the purpose of performing the analysis and preparation for the medical-pharmacological treatment (Article 257-b (2)).

For the initiation and the course of the enforcement of the medical-pharmacological treatment, the specialized medical institution has an obligation to inform the Directorate for Execution of Criminal Sanctions every six months, while this Directory may request further information from the medical institution beyond this period about the health condition of the person to whom this measure is applied and the results from the application of the measure, whereas, on the other hand the Directorate for Execution of Criminal Sanctions informs the court at least once in six months about the measure execution or about the need of its extension or termination (Article 257 – v).

In circumstances when the person who has to undergo the treatment does not appear in the treatment for reasonable grounds, it is obliged to justify his absence within three days from the day when it had to undergo this treatment in the specialized medical institution, and for it to notify the institution. After receiving the excuse, the medical institution appoints a new term for the implementation of this measure and notifies the Directorate for Execution of Sanctions.

The specialized medical institution has the option to postpone the medical-pharmacological treatment if the person brings evidence for another hospital treatment or in a case of death occurred to close family member. This delay can last up to 3 days after the death of a close family member (Article 257-d). In addition, the person who must undergo this treatment, has an obligation to inform the specialized medical institution for any change of address of residence (Article 257 – g).

If the convicted person won't undergo the treatment for unjustified reasons or if exceeds three days from the day when it had to appear to the medical institution, the institution is obliged within 48 hours to inform the Department for execution of criminal sanctions. For this kind of refusal or leaving the treatment, the Directory, without delay will inform the competent court. In order to execute the measure, the Court without delay will order his bringing by force and this order will be submitted to the police. If the person is unreached for the authorities, the court will realise a warrant for arrest (Article 256- g). All expenses for the execution of the medical-pharmacological treatment will be on the burden of the Budget of the Republic of Macedonia (Article 257 – e).

Directorate for Execution of Criminal Sanctions shall establish and maintain separate records of convicted persons to whom is pronounced the measure of medical-pharmacological treatment. Minister of Justice determines the form, content and manner of these data (Article 257 – zh).
With the incorporation of the chemical castration in its criminal legislation, Macedonia became the first country in the region that fights pedophilia with a medical treatment. The relevant articles that were analysed in this paper satisfactorily regulate the issue of chemical castration of pedophiles, but also show us some deficiencies. For example, the specialized medical institutions are not assigned yet, as well as the chemical castration procedure in unknown, including the medicament that will be used for this procedure, since there isn’t issued yet a Directive by the Minister of Health. Also a high concern remains whether this measure is consistent with the fundamental human rights and dignity. Until today, the measure of chemical castration is not yet imposed in the courts of FYR of Macedonia.

7. Conclusions

As noted in this paper FYR of Macedonia has undertaken a series of measures and actions to combat and prevent child sexual abuse. Action Plan which regulated in details the actions who needed to be undertaken by the competent authorities for its implementation, in a large measure is considered as implemented, therefore there have been a significant legal changes, The Protocol was approved, it was published online the special register of pedophiles and is was incorporated the medical-pharmacological treatment for pedophiles as a security measure. Therefore, the recent amendments to the Criminal Code and the involvement of many incriminations of criminal acts against children brings us to conclusion that our country provides a solid legal protection for children- victims of sexual abuse and incriminates all the forms of child sexual abuse. Also, our criminal code has harshened the penalties for sex offenders and this will contribute to a more efficient fight against these crimes.

It remains to work further on raising awareness about child sexual abuse, also in the area of the support of the children victims after victimization and offering assistance for their fast and successful rehabilitation. In this regard, therefore, in practical terms, unfortunately, it was not done enough until now.
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Abstract. Family home is a central hub that connects spouses, parents and children in the exercise of family rights and duties. The importance of family home is incontestable not only in terms of daily life and existence of family members, but also in terms of exercising family’s main social functions. In recent decades, modern European legislations have acknowledged the significance of family home, thus giving it a special legal status and legal protection, reflected in limited ownership rights of spouses and greater protection of interests of children, especially needed in cases of divorce. Despite the importance of family home, it is still classified under the same set of rules that apply to other marital assets and does not enjoy special legal protection under Macedonian law. General provisions concerning the management, disposal and use of this property apply, depending on whether the family home is joint property of spouses, acquired during marriage, or separate property of one of them. This article aims to answer the question whether family home needs special regulation and protection under Macedonian law by analyzing the concept of family home and the legal provisions given by the Italian and French Civil Code concerning this matter. The methodology applied is qualitative research and use of the analytical and comparative methods. The article concludes that special legal protection of the family home would be in the best interest of the children.
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1 Introduction

When we think of family home, we do not necessarily think of property rights and legal provisions, but instead, the first thing that comes to mind is a feeling of emotional connectedness that derives from close personal and affective relations that are created and developed within the household. This is so, because there is a very close connection between family relations and family home, thus one could not even imagine the very existence of the family and the development of familial relationships
outside, or in absence of a family home. Family and marriage are pre-legal and pre-state natural structures that have accompanied mankind from its beginnings to the present day. The social and state interest in regulating and disciplining marital and family relationships has been high throughout all stages of human evolution. The legal doctrine broadly recognizes that the social interest in family relations’ legal regulation and protection is closely related to the social functions of the family. The nuclear family carries out some important social functions such as the reproductive function, the economic cooperation function, the educational function [1]. The numerous transformations that the family structure has undergone, especially during the second half of the 20th century, enabled the emergence of other functions of post-modern families such as the function of family to provide protection, affection as well as emotional support for its members [2], [3], [4], [5]. All these family functions are carried out within the family home. Because of its central role in the family life, family home is considered to be an integral part of the family unit itself [6].

Even though the notions of “family” and “family relations” are among the oldest in human nature, they have evolved and undergone considerable transformations in the past decades, such as the shift in the legal treatment of women, the dramatic increase of the number of divorces and the increase of the percentage of children born out of wedlock. These transformations are mainly connected to the women’s liberation movement of the late 1960s and ‘70s. The increase of the divorce rate generates many legal issues, among which, one of the most important is the reallocation of family property upon divorce.

One of the signals of transformation of family law in the last decades is the economic relationship between husband and wife, transformation that has generally resulted in joint management of family economic affairs by the husband and the wife [7]. Since the 1960’s, a new generation of social historians has identified and historically traced the concept of "the new family". [8] Family is changing and transforming itself in relation to wider social trends and sometimes it is seen as a source of change itself which prompts changes to occur in public policy and provisions [9]. Hence, European countries have amended their legislation in order to adapt to these transformations. In the last decades many legal changes had to take place in order to ensure equal rights of both spouses and to implement the principle of the best interests of the child [10], not only within marriage, but also in cases of divorce. In 1980, the English Law Commission regarding lawsuits that involve minor children stated: “In such cases it may well be thought the primary concern must be for a broken family rather than a broken marriage; and the welfare of the children, social, psychological and economic, should take precedence over the adjustment of financial rights and duties of former spouses toward each other.” [11]

This article will analyze the legal regulation of the family home by the Italian and French legislation in terms of property rights of spouses over family home during marriage, as well as in cases of dissolution of the marital relationship. The general rule is that dealings concerning the family home during marriage are effective only if the other spouse consents, regardless of the ownership. In cases of separation or divorce the family home is awarded to the spouse who has greatest need for it, including particularly a spouse with custody over minor children [12]. The aim is to explore legal solutions that could be adapted and applied in the Macedonian context, bearing in mind the fact that Macedonian law does not provide a special treatment of family
Thus, as it is in the case with any other marital asset, the family home can either be joint property of spouses, acquired during marriage, or separate property of one of them. The regime of ownership is the only factor that affects the management and use of the family home during marriage and the division of it in cases of dissolution of marriage. In cases when family home is separate property of one of the spouses, he can freely dispose with it. No consent from the other spouse is needed [13]. In cases when family home is joint property, it will be divided equally between them by the court [14]. This is why in most cases of divorce, children who are entrusted to the custody and education of one spouse, and it is usually the mother, are forced to move out of the family home, which negatively affects their development [15].

2 Methodology

In this paper qualitative and comparative methods, commonly used in research in the field of social sciences will be applied. The qualitative method will be applied through the analysis of books, articles and papers related to the subject-matter, in order to get a clearer picture about the role, importance and legal regulation of family home. Legal solutions offered by the French and Italian Civil Code will be explored and an analysis of the current regulation of the family home by the internal law will be provided. The comparative method will be used in order to make comparisons and draw parallels between different legal regulations of the research topic. Based on the analysis of the existing Macedonian law and through comparison with other legal solutions, the need for special legal treatment of family home will be emphasized. It is expected that this paper contributes to the explanation of the special nature and importance of family home, as well as to the debate on the need for improvement of the internal legal framework concerning the research topic.

3 Literature review

“Family home” means primarily a dwelling (building, structure, vehicle or vessel) in which a married couple ordinarily resides [16], but not only. The notion of “family home” is broader as it encompasses the set of assets, movable and immovable, that serve to the domestic existence of the family and to the preservation of the interests in which family life expresses and articulates itself [17]. Family home is a special type of property, different from any other marital asset because it plays such a central role in our everyday lives.

Family is the natural and fundamental group unit of society [18] and it exercises multiple functions of great importance to society. The importance of family unit is best explained through the functionalist theory, which examines a part of society, such as the family in terms of its contribution to the society as a whole [19]. One of the first well-known functionalists is the American anthropologist George Murdock. In his work entitled “Social Structure”, he examined a total of 250 societies of various kinds, both from hunters and gatherers category, as well as pastoral, agrarian or indus-
trialized. He concludes that despite the variety of forms, family is a universal social institution and gives this definition of the nuclear family: “a social group characterized by common residence, economic cooperation, and reproduction. It includes adults of both sexes, at least two of whom maintain a socially approved sexual relationship, and one or more children, own or adopted, of the sexually cohabiting adults” [1]. Hence, Murdock suggested that there were four essential social functions of the family: satisfaction of the sex drive within monogamous relationships, biological reproduction of the next generation; meeting its members economic needs; teaching basic norms and values to the young. Another important functionalist is Parsons, which has identified two other basic functions of the family unit: the primary socialization of children and the stabilization of adult personalities of the population of the society [19]. Families carry out all these functions within the family home therefore its importance is undeniable.

Family home as a legal concept, is closely related to a person’s right to family life [20], as well as to the fundamental human right to adequate housing. In fact, the right to housing is considered to be a cornerstone of the right to an adequate standard of living [21], [22]. The right of housing and the right to family life are closely linked and their protection could well justify ad hoc proprietary rules, given the recessive nature of the property right, which the legislature could limit, in order to have full enjoyment of these fundamental human rights [23]. Property on the other hand is not a natural right, but a much needed construction of society. After the industrial revolution the idea that property is the basis of liberty prevailed. But the strengthening of private property was accompanied by abuses resulting from it and conflicts between property rights and personal rights have arisen [24].

A special legal treatment of family home would limit the property rights of the owner and would prioritize the needs and best interests of children in cases of separation or divorce. Children’s best interests are served and protected by remaining in the family home, near their friends and school, rather than by moving to other unfamiliar surroundings [25]. The need for a special protection and a special status of the family home in FYR Macedonia was identified in a paper published in 2016 [12]. This article will go further and analyze the current situation of family home and its distribution upon divorce as regulated by the internal legislation, as well as the regulation of family home by Italian and French legislation. Apart from the legal provisions of the abovementioned Civil Codes, different authors will be brought to attention.

4 Family home in the existing legal framework of FYR Macedonia

The legislation of FYR Macedonia does not recognize or use the term “family home”. Only one provision of the Law on Family refers to the family home, without however mentioning it explicitly. Thus, “the spouses decide by mutual consent about their mutual place of living and about the managing of the mutual household.” [26] The property of spouses is regulated by the Law on Ownership and Other Real Rights, according to which “the property of spouses can be common and separate” [27]. Hence, the status of the family home during marriage and its distribution upon di-
orce depends on whether it is common property of both spouses or separate property of one of them. If the family home is common property of spouses, they will jointly and in agreement manage and dispose of it during marriage and none of them can independently dispose or burden its part in the common property [28]. This is so, because the share of each of the spouses in the joint property is undefined and until an eventual division and determination of the shares in the common property, a spouse cannot independently dispose of it or burden it [2]. In case of sale of a certain part of the common property, the spouses have the right of pre-emption [29]. This is also the stance of the Supreme Court of FYR Macedonia, according to which, a contract by which one of the spouses without the consent of the other spouse, has alienated and burdened a property acquired in marriage before its division between the spouses, is void [30]. When carrying out tasks beyond the framework of regular management and disposal of the property, the consent of the other spouse, expressed in the appropriate form is required [31]. If the spouses cannot agree on the management of the common property, the court decides [32].

In determining the shares of each spouse in the common property, the court starts from the fact that the common property must be divided into equal parts [33]. However, as a subsidiary rule, the division of common property according to the spouses’ contribution is applied. The law gives the court the possibility to award a larger part of the common property, at the request of one of the spouses, if he or she proves that his or her contribution in the common property is obviously and significantly larger than the contribution of the other spouse [34]. In a decision of the Basic Court of Tetovo, the petition of the claimant (the wife), was accepted only partially since she could not argue the alleged contribution. In the petition the claimant requests from the court to confirm the right to ownership over half of the house, claiming that it was constructed from means earned through joint efforts during the marriage. The court ruled that only 1/10th of the building belonged to the claimant. The court does not doubt the fact that she has been caring for the children’s upbringing and education, as well as for the housework, however, even though she had a hairdresser license, she had practiced this profession for a very short time, so there was no opportunity to generate income, with which she would contribute to the construction of the house. On the other hand, the defendant (the husband) managed to argue that the financial means needed for constructing the house, were generated by his 13 year of work abroad. Thereby, the defendant argued that his financial contribution to the construction of the house was 10 times greater than the contribution of the wife [35].

After the divorce, it happens frequently that one of the spouses is unable to pay the other one for his part of the joint property, on the basis of the pre-emption right, and the family home, which is often the most valuable asset of the couple will have to be sold.

Regarding the separate property of spouses, each one manages and disposes freely of it, unless they have agreed otherwise in written form [36]. This means, that the non-owner spouse will be forced to leave the family home, even if he or she has gained custody over minor children.

It is clear that the legal solutions offered by the Macedonian law regarding family home do not support the principle of the best interest of the child, enshrined in the CRC. Thus, the domestic law is not compatible with the convention, to which FYR Macedonia is a member country. Given the fact that in the period 2005-2015 the
number of divorces rose by 41.8% [37], the special legal regulation of family home by the domestic law becomes a necessity.

5 Legal status of family home in the Italian Civil Code

According to the Italian legislation “the spouses agree with each other about the address of family life and set the family residence according to the needs of both and the preeminent ones of the family itself.” [38] Following the marriage there arises between the spouses the duty of cohabitation. The legal regime of property adopted in cases where the spouses have not entered into a specific agreement is the common property of spouses. If the family home is common property of the spouses, each of them can use the family home, as long as they do not alter its destination and do not prevent other family members from using it in accordance with their rights [39]. Each spouse enjoys a right uti dominus over the family home [23]. The management of common property is incumbent on both spouses, while acts exceeding the ordinary management, as well as the stipulation of contracts with which they grant or acquire personal enjoyment rights are jointly granted to both spouses [40]. In relation to third parties, obligations may be imposed on the common property, only if they are contracted jointly by the spouses [41]. As regards the family home in common property of spouses, full protection is provided by law, both with respect to the internal relations between them and also in relation to third parties.

In cases when family home is separate property of one of the spouses, the owner cannot perform acts that prevent or make the enjoyment of the family home more difficult for the other family members. The non-owner spouse acquires the basic right to inhabit the home and to use its furnishing as a personal servitude [23].

Prior to the so called filiation reform [42], in cases of divorce or separation the family home was awarded to the spouse to whom the minor children were entrusted [43]. With the entry into force of the Law no. 154, December 28th 2013, the situation changed. The new law gives priority to joint custody instead of sole custody of minor children. Accordingly, the amended Civil Code states that the enjoyment of the family home is attributed primarily, with regard to the interests of the children [44]. Main criticisms that have to do with this legal solution relate to the idea that the best interest of the child should be assessed case-by-case by the court. The court must verify in each case which is the housing modality that most closely matches the development of the child’s personality: prevalent placement with one parent, turnaround residence at both of the parents, or the alternation of the latter at the family home where the child keeps his residence. In this perspective, it is worth reviewing the position of the Italian jurisprudence, which tends to reproduce the old patterns of sole custody and considers as the only means of achieving the moral and material interest of the offspring, the fixing of the habitual residence of one of the parents and the assignment to them of the right to enjoy the family home [45].
6 Legal status of family home in the French Civil Code

According to the French legislation, spouses are allowed to have separate domiciles, but only if this does not undermine the legal provisions concerning the community of living [46]. Spouses mutually oblige themselves to a community of living and they jointly determine the family residence [47]. According to French law the right to dispose of the family home during marriage is limited by the consent of the other spouse, even in cases when it is a separate property [48]. After divorce, the family home belongs to the person who owns it, but the court may grant it on lease to the other spouse when parental authority is exercised by the latter or in cases of joint custody, when the children have their usual residence in this family home. This right ceases with the coming of age of the youngest of the children, in case of remarriage of the one to whom it was granted or when the latter lives in a state of notorious concubinage. In all cases, the judge may terminate the lease in the event of new circumstances [49].

The Act no. 305-2002 of March 4th, 2002, brought about changes regarding the custody of minor children upon divorce. Thus, separation of the parents has no influence on the rules of devolution of the exercise of the parental authority [50]. A judge in charge of family causes (juge aux affaires familiales) shall settle issues watching in particular over the safeguarding of the welfare of minor children [51]. The residence of a child may be fixed alternately at the domicile of each of the parents or at the domicile of one of them. On request of one of the parents or in case of disagreement between them about the mode of residence of the child, the judge may order provisionally an alternate residence of which he shall determine the duration. On the expiry of it, the judge shall rule finally on the residence of the child alternately at the domicile of each of the parents or at the domicile of one of them [52]. It is noteworthy, that the French legislation is much more flexible and adaptable to the needs and welfare of the children, that the Italian one.

7 Conclusions

Based upon the analysis of the national legal system and the solutions offered by the Italian and French Civil Codes, we can conclude that a special treatment and protection of family home within the legislation of FYR Macedonia is necessary. It is important for the family home to enjoy special protection, both during marriage and upon divorce. Regarding the family home status during marriage, it is important that the right to dispose of the owner is limited by the consent of the other spouse. In cases of dissolution of marriage the legislation should provide a solution that is in the best interest of the minor children. For this purpose, the legislation may allow the court to establish a personal servitude in the form of habitatio or to establish a lease in favor of the spouse to whom the children are entrusted in custody. These solutions are guided by the principle of the best interest of the child. The children must be able to enjoy the opportunity to continue living in the house where they spent their years of life; a
choice which aims to avoid, in addition to the discomfort of the separation of the parents, the further trauma of a forcible departure from what, until a few days ago, represented their own family environment.
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Abstract. Lineups may be used as key evidence in the investigation process, especially in cases where eyewitness testimony is the only evidence. This project focuses specifically on creating lineups based on photographs – a photo lineup. The main goals of the project are to create practical tools, data sets, and guidelines that will contribute to a simpler, more accurate administration of photo lineups and their subsequent verifications. We intend to achieve this goal with machine learning methods, which are based on learning the similarity of different objects through their pictures. Outputs of the machine learning methods will be compared with photo lineups created by experts in terms of lineup fairness.
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1 Introduction

Evidence from eyewitnesses usually plays a significant role in criminal proceedings. A very important part is the lineup - eyewitness identification of the perpetrator. This forensic method consists of the recognition of persons or things and thus is linked with a wide range of psychological processes such as: perception, memory, and decision making. These processes can be influenced, and therefore many researchers try to identify variables that enter into the identification process.

Lineups may lead to the prosecution and subsequent conviction of the perpetrator. Yet there are cases where lineups can play a role in the conviction of an innocent suspect. This points to the importance of studying the issue of lineup procedure at a general level (studying patterns of processes involved in the formation of mistakes) as well as within the local, social, and legal conditions, which are also involved in the whole issue. Sources of error in eyewitness identifications are numerous. They can be found mostly in memory processes and the process of obtaining testimony through an interaction with investigators. One of the recommendations for inhibiting errors
caused by the interaction with investigators is a double-blind administration of lineup, which may be provided by computational methods (Douglass, Smith and Fraser-Thill, 2005). Lineup filling in general is based on searching in large datasets of persons, which is a difficult task, however, machine learning methods can be used to significantly simplify the process.

2 Literature Review

Variables entering the photo lineup procedure
Decades of research into the problems of eyewitness testimony has shown several variables that are more or less entering the process of identifying and affect its quality. According to Fulcro (2009), these variables can be divided into estimator variables and system variables. Estimator variables include characteristics of the witness (eg. personal characteristics, level of attention, ethnicity; Meissner and Brigham, 2001), the characteristics of the event (distance or lighting, time of day or the duration of crime; Shapiro and Penrod, 1986) and testimony characteristics (its credibility and accuracy). These variables interfere with the accuracy of the witness, but are not under the control of the justice and the investigative authorities. System variables include the time interval between crime and testimony, the method of questioning, clarity and understandability of instructions in the lineup, the presence of other people, process conditions, etc. Those variables can be controlled by the system (judiciary, police, etc.) and it is possible to influence the effect (Fulcro, 2009; Shapiro and Penrod, 1986). One of the ways to control the quality of assembled lineups for experiments is to measure its fairness.

Lineup fairness
Lineup fairness is a research variable usually assessed on the basis of data obtained from "mock witnesses" - people who have not seen the offender. Lineup fairness basically measures bias against the suspect. This task assures that recognition in the assembly is fair if the mock witness is unable to identify a suspect after only obtaining a brief description. An optimally fair lineup is when the mock witnesses identify the suspect as often as the fillers (Brigham, Ready and Spier, 1990; Mansour et al., 2017).

Machine learning and photo lineup
Promoting computer programs for identification by eyewitnesses is one way to ensure that the identification procedures will be double-blind for all witnesses (Douglass, Smith and Fraser-Thill, 2005). Searching for suitable lineup candidates is especially difficult in case of minority ethnics or specific age groups (Rhodes, Anastasi, 2012; Sporer, 2001). Sources which forensic technicians can use in such cases are, e.g., in the Czech Republic, very limited and can greatly affect the quality of created lineups. However, if properly assembled, this issue could be alleviated by applying some of the machine learning methods.

Machine learning is a sub-area of artificial intelligence and includes algorithms and techniques that help computer systems adapt to the required changes. Variety of ma-
chine learning methods have been successfully applied to problems in the areas of economics, biology, medicine, computer science, and others. The aim of this project is to propose a system that would be able to create a set of photos for a lineup based on specified conditions. One of the key conditions is the degree of similarity of the people in the photos. This challenge is closely related to the problem of identifying persons which was successfully resolved by applying deep learning methods, namely convolution neural networks (CNN; Hu et al., 2015; Parkhi et al., 2015). Although machine learning methods have been used in a number of similar problems, we are not aware of its application in composing photo lineups.

3 Proposed Methodology

The nature of this project is primarily experimental. The first step would ensure the creation and preparation of background materials (database of candidates for photo lineups and machine learning methods for the selection of candidates), the implementation of pilot research, and to start collecting interaction data. The output of the initial research will be used to create tools (software, data sets, and guidelines based on real experiments), which in practice simplify the creation and administration of photo lineups.

To be specific, the steps of this project are:
1. Using machine learning techniques, especially CNN to compose photo lineups (including the creation of data sets of candidates).
2. Experimental evaluation of the fairness of the proposed photo lineups and comparing them with the outputs from practitioners.
3. Experimental verification of output quality with regard to the specific characteristics of the suspect (different ethnicity or ages).

Machine learning will be formulated to find potential candidates based on a plurality of characteristics derived from the profile of the suspect so that the resulted lineup set was fair. As a basic profile, photos and content-based attributes such as age, race, gender, etc. will be used. Lineup fairness will be approximated as the degree of similarity between the suspect and the group of candidates using a reference set of people in the early stages of the project. Later on, notion of fairness will be further refined by the collected interactions. In order to obtain the inter-person similarities, we plan to primarily use CNN. First, we will focus on the use of pre-trained CNN for facial recognition (Parkhi et al., 2015). The core idea of the project is to utilize CNN not to identify a specific person, but to compare the vector of similarities to the train set objects (photos) of suspect and other candidates of photo lineup. We hypothesize that the candidates with similar vectors (e.g., w.r.t. cosine distance) to suspect are good candidates for fair lineup. The arrangement and recommendation of candidates can use also other vector similarity measures, or take into account further characteristics (diversity, Radlinski et. al., 2008; individual user preferences, Färmkranz and Hüllermeier 2010, etc.). Using already trained networks significantly reduces the time
to develop the first iteration of methods, then we plan to gradually adjust the networks according to the results of experiments.

For evaluating the fairness of CNN-based lineups we plan to use specific experiments similar to those used by Mansour et al. (2017). Respondents who do not have direct knowledge of the perpetrator will be given a verbal description and later will be asked to identify the suspect or determine that a target object is not present in the lineup. Subsequently, three sets of photo lineups will be made for each offender with varying degrees of similarity. We expect that the increasing similarity of members in a lineup will reduce the likelihood that the suspect will be guessed by the respondent on the basis of knowledge of a brief verbal description.

Upon the verification of the initial experiments, we plan to compare CNN-based lineups and lineups made by forensic technicians. In these experiments we focus on comparing both approaches w.r.t specific suspect’s characteristics (e.g., age and ethnicity) and lastly to combine both approaches. We suppose that the lineups made by software will generally receive higher fairness due to the ability to effectively explore larger data set, but may contain specific errors caused by machine learning generalization approach as well as inherently insufficient data representation, which can be however easily alleviated by forensic technicians.

4 Conclusions

The main objective of our work is to improve the process of photo lineups by employing machine learning methods, especially convolutional neural networks. CNN should address the problem of assembling lineups from the perspective of inter-person similarity by using the suspect’s photo as the base for similarity estimation. The proposed method is able to quickly explore large databases of candidates and propose the most suitable ones. Lineups made by both practitioners and computer methods will be evaluated with respect to the lineup’s fairness with consideration towards age and ethnicity. We believe that the practical benefit of this work will be both the decrease of workload for the practitioners assembling lineups as well as an increase of lineup fairness. In addition, the computer program can reduce the possibility of influencing a witness with the lineup’s administrator.
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Abstract. The healthcare sector has increased pressure towards improving the quality of care delivered to patients, especially considering new technological advances. The application of digital technology, like sensor-based applications, can help to monitor patients diagnosed with diseases who need constant treatment and management. Developing regions present suitable case studies where the number of people diagnosed with diseases that need continuous monitoring, more specifically chronic diseases, is increasing. In many developing countries, such as in Kosovo, the application of sensor technology for remote and real-time monitoring of chronic disease is not applicable in healthcare centres. Hence, this study presents a brief evaluation of the existing sensor-based applications, their applicability in developing regions, and identifies the research questions that may lead to a successful and cost-effective proposal of a sensor-based architecture. Qualitative Research is proposed as primary research method that will help in addressing the emerging research questions from the literature review.
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1 Introduction

The term digital technology incorporates new technological advancements that are used for communication and sharing of information between parties. These trends are applicable also in healthcare domain. For example, many academic researchers and people from industry are working to apply digital technology for remote monitoring of patients’ living parameters [1, 2]. Hence, sensor-based networks are proposed as a new and advanced technology that can be used to monitor patients’ conditions continuously. The increasing number of people diagnosed with chronic diseases and the highest number of deaths caused by them, presents a serious threat to population health and to health service planning and delivery. These statistics are critical especially for developing countries, where it is expected that they will increase further [3, 4].
There are several arguments that support the decision for proposing sensor-based architecture to help developing regions treat and manage chronic illnesses. Moreover, in developing regions, the number of healthcare centres is low compared to the population and their needs [5]. Therefore, there are cases where the patients need to travel long distances to the nearest healthcare centre. Another fact, which enforces the research towards application of sensor-based platforms in developing countries, is related with the increased number of ageing population there [6]. It is worth to mention also that the highest number of elderly persons diagnosed with chronic conditions live in developing regions.

The idea of sensor-based applications in healthcare is closely related with user perception, because at the end the user will determine if sensor applications are worth using or not. Therefore, among some other facts, the successful implementation of a sensor-based application will highly depend on users’ adoption and perception. Issues like application accuracy, data security and integrity, patient privacy and control over its data, are some of the aims that e-health products should comply with.

The aim of this research study is to evaluate existing sensor-based applications, critically analyse them and compare their applicability in a developing country. After a thorough analysis, this study identified the emerging research gap and set the research questions in order to address the identified gap. In order to answer the research questions, a research methodology section briefly presents possible research methods and the decision on the most appropriate one for this study.

2 Setting the Context

In order to be able to help in treating and managing chronic illnesses in developing regions, in this research we have considered Kosovo as a case study. Kosovo is a developing country and the poorest one in Europe [7]. It has a population of 1,771,604 [8], where 61% of them live in rural areas, and 50% of the population is under 25 years old. However, the ageing population is increasing year-by-year. For example, in 1981 the percentage of people above 65 years old was 4.5% of the total number of population and in 2011 this had reached 6.7% [9]. Below are summarized some of the arguments which make Kosovo a suitable case study for this research work. A detailed explanation of them can be found also in Basholli [10].

- Kosovo is a newly created Balkan country that has recently experienced war
  This means that the current healthcare infrastructure is under development. The public health system still operates with old technological trends and equipment [11].

- Sensor-based applications are not used for treatment or management of chronic diseases
  Most of the health providers, especially public healthcare centres, still use old techniques of health offering tools.

- Increasing number of ageing population
  According to Kosovo Agency of Statistics [12] this number will decrease further from 2.0 children per woman as it was in 2011, to
1.7 children per woman in year 2031, and 1.5 in year 2061. This is closely related with the increasing ageing population. Hence, considering the year 2011, the percentage of Kosovo population over 65 years old was 6.9% of the total population. This number is expected to become 40.6% by year 2061 [13].

- Increasing number of chronic ill patients
In the period of war, years 1998-1999, chronic diseases where the second leading factor of death after the deaths caused from war trauma [14]. The number of population affected from chronic conditions continued increasing, thus, from the total number of deaths in years 2010-2011, 59.27% of them were caused by conditions that were related with chronic diseases [15]. The situation was similar during years 2012-2013 [12]. Jerliu [7], in their investigation with elderly Kosovar population, found that 83% of the total number of participants (N=1890) reported at least one chronic condition, and cardiovascular diseases were dominating by 63% out of 83%.

- Limited access to medical services
Almost 90% of the chronically ill interviewees in the study conducted by Jerliu, Toçi, Burazeri, Ramadani, and Brand [9], reported that they had difficulties to access medical services. They also indicated that one of the reasons for this was their economical situations, where 87.7% stated that they could not afford the cost of health services.

- Limited number of medical staff especially in rural areas
According to Percival and Sondorp [11], there are around 13 doctors for every 10,000 inhabitants whereas in other developed European countries there are 35 doctors per 10,000 inhabitants. Another recent report from the Health Policy Institute [16] shows that the total number of medical staff is around 2003 doctors and 1059 nurses. Compared to the total number of population in Kosovo, this means that there are around 1.15 doctors and 3.84 nurses per 1,000 inhabitants respectively.

- Network infrastructure is developing and is comparable with other developed countries
The Kosovo Association of Information and Communication Technology [17] reported that Internet penetration in Kosovo is comparable with other European developed countries. This is due to the improved network infrastructure and technologies applied in the telecommunication industry in Kosovo.
All above mentioned facts present ‘favourable’ conditions for future investigations that are related with the aim of this research study. The cost, on the other hand, may be reduced. This was suggested also in the study by Basholli, et al. [18]. The paper compares living expenses in Kosovo and available commercial prices of sensor-based applications. Therefore, an affordable remote monitoring application will enable patients to record their chronic parameters, for example heart rate, blood pressure, oxygen saturation and similar; and send them wirelessly to the medical staff. This may enable quick reactions on emergency situations.

In the next section, similar sensor-based applications are evaluated. However, while considering these applications, we always had in mind the characteristics of a developing country addressed above.

3 Evaluation of the Existing Sensor-based Applications for Chronic Disease Related Parameters

In the literature, there are many studies related with the application of sensor-based networks in healthcare. However, the basic idea is almost the same; provision of healthcare in distance and monitoring of living parameters. Various studies, such as Darwish and Hassanien [19], or Appelboom [1], concluded the benefits of applying sensor technology for monitoring chronic ill patients or elderly people. Appelboom [1] investigated various sensor applications that are proposed for monitoring health conditions. Most of the analysed sensor applications were used for blood pressure (Ultrasound, AMON), heart rate, temperature, blood glucose, and blood oxygen. There were included also other, similar applications, proposed by researchers that are used for rhythm monitoring, or tissue glucose, waking activity, seizure activity, etc.

However, before proposing a sensor-based application a researcher should consider some very important aspects of such architecture that may dictate the successful implementation and application of it in practice. Hence, according to Milošević, Shrove and Jovanov [20], most of the presented similar sensor applications have limitations in the system integrations or the possibility of scalability; channel interference while using wireless communication links for exchange of the gathered information; no, or undefined, support for large amount of data coming from different sensor nodes and knowledge discovery; high costs; no continuous data exchange between the device and the medical centre; and unwieldy connections/wires between the sensors and their processing unit.

We also did a thorough analysis of the existing sensor-based applications for monitoring chronic diseases, as summarized in Table 1. To the best of our knowledge while investigating the literature and considering the studies presented in Table 1, it is noticeable that they have not used a user acceptance model to understand users’ acceptance or evaluate their attitudes prior to proposing a sensor-based application. Or some of them have performed studies after they proposed the prototype and then they found some of the users’ concerns, opinions or attitudes on using the specific system.
**Table 1.** Existing healthcare sensor-based applications

<table>
<thead>
<tr>
<th>Project/Application name</th>
<th>Tracked parameters</th>
<th>System highlights</th>
<th>Disadvantages</th>
<th>Comparing with our idea of the sensor based application</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Smart Vest [21]</strong></td>
<td>Heart rate (can record electrocardiograms-ECG), blood pressure, body temperature, record photo plethysmographs-PPG and galvanic skin response.</td>
<td>Washable shirt that is able to continuously record physiological signals. Can monitor several parameters through a single device without user interaction. The prototype was tested in a clinical environment using 25 males. The system had different accuracy levels compared to traditional models.</td>
<td>Still a prototype system. Wearable data acquisition and processing hardware are too big and impracticable to wear it. Battery of the hardware processing unit can last only 4.5h when it is fully charged.</td>
<td>Authors have not considered user acceptance or attitude to wear such shirt or get monitored by it, prior to proposing it.</td>
</tr>
<tr>
<td><strong>AMON [22, 23]</strong></td>
<td>Heart rate, blood pressure, oxygen saturation - SpO2, temperature, activity and a one lead ECG.</td>
<td>Presents a wrist-worn enclosure or monitoring system that is aimed for high-risk cardiac/respiratory patients. It can perform analysis of gathered data online and present them in appropriate form. Can monitor several parameters through a single device (which weights the half of grams that does Smart Vest’s hardware processing unit). Performance of the AMON was tested by a medical study of 33 participants. The system had different accuracy levels compared to traditional models.</td>
<td>Gathered data are not transmitted continuously. Pandian [21] reports inconsistency in the reported medical data while using AMON.</td>
<td>This product is part of the project FP5 within the frame of European Union project; however the authors have not used a validation mean of their architecture. Even though they have tested it using medical study the results at the end showed that some patient had</td>
</tr>
<tr>
<td>HealthGear [24]</td>
<td>Blood oxygen and pulse levels while the user is sleeping.</td>
<td>HealthGear presents a set of sensors that use Bluetooth technology to send sensed data to a cell phone. The gathered data are stored, transmitted, analysed and presented to the user in appropriate form. The system was tested using 20 volunteers.</td>
<td>It uses Bluetooth technology which imposes interference caused by various factors. The data rate of this application is low (9600 bps). Batteries (two AAA) of the HealthGear can last 12 hours.</td>
<td>insecurities, complains which were not considered at the beginning.</td>
</tr>
<tr>
<td>LifeShirt [25]</td>
<td>ECG and oxygen saturation.</td>
<td>LifeShirt presents a wearable monitoring system that is able to record ECG and oxygen saturation. It can record these data and store them for later access. It was tested by 10 normal participants and 10 hospital patients.</td>
<td>LifeShirt is designed to monitor patients in the operating room but not in real-time. It uses conventional electrodes and it does not provide online analysis of data. According to [21] the ECG recording of the outdoor participants was affected by the baseline wander, which created difficulties in analysing ECG. Furthermore, authors report that they had the biggest problem with monitoring respiratory function.</td>
<td>Authors have not considered user acceptance or attitude to wear such shirt or get monitored by it, prior to proposing it.</td>
</tr>
<tr>
<td>AliveCor’s integrated phone case [26]</td>
<td>Heart monitoring.</td>
<td>AliveCor presents a smart-phone ECG reader that is able to monitor and record users’ cardiac rhythms, as well as send their information to healthcare providers. It is a limited for sale product and is available only to medical</td>
<td>It does not provide continuous recording of patient physiological data. AliveCor is available for a set of smart-phones and not compatible for all of them.</td>
<td>It is a limited for sale product in the United States-developed country. There are no information regarding</td>
</tr>
<tr>
<td>Device</td>
<td>Feature</td>
<td>Description</td>
<td>Other Information</td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>ZIO patch</strong></td>
<td>Heart monitoring</td>
<td>It presents a heart monitoring patch that is able to record continuously</td>
<td>Gathered data are not transmitted in real-time.</td>
<td></td>
</tr>
<tr>
<td>[27]</td>
<td></td>
<td>patient data for up to 14 days. Patient can use it during exercise, while</td>
<td>Zio Patch presents a commercial product which is available in the USA market-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>sleeping, bathing (under certain conditions).</td>
<td>developed country.</td>
<td></td>
</tr>
<tr>
<td><strong>Holter monitors</strong></td>
<td>Heart monitoring</td>
<td>Holter monitors use web platform for presenting patients’ data, and wired</td>
<td>It presents wired architecture with electrodes which cause discomfort for the</td>
<td></td>
</tr>
<tr>
<td>[28]</td>
<td></td>
<td>electrodes attached to the patients’ chest to record medical data. It</td>
<td>user and difficulty to wear for longer distances. Holter monitors do not</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>enables continuous monitoring of heart rate.</td>
<td>transmit gathered data in real-time.</td>
<td></td>
</tr>
<tr>
<td><strong>Cardionet</strong></td>
<td>Heart rate.</td>
<td>MCOT enables continuous recording of heat rate and real-time transmission</td>
<td>Similarly to Holter monitors, it uses wires connected to the processing unit.</td>
<td></td>
</tr>
<tr>
<td><strong>MCOT [29]</strong></td>
<td></td>
<td>of gathered results. It has a similar architecture to Holter monitors as it</td>
<td>It costs around 900 dollars [27] which is considered to be expensive for</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>uses electrodes and wires, as well as a mobile phone to process gathered</td>
<td>developing countries.</td>
<td></td>
</tr>
<tr>
<td><strong>SensiumVitals</strong></td>
<td>Heart rate, respiratory</td>
<td>SensiumVitals presents another device in the form of patch used to monitor</td>
<td>This device is used within the hospital area to send wirelessly data signals to</td>
<td></td>
</tr>
<tr>
<td><strong>[30]</strong></td>
<td>rate and axillary temperature.</td>
<td>heart rate, respiratory rate and axillary temperature. This device has 5 days</td>
<td>the nurses.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>battery life.</td>
<td>It does not provide distance-remote monitoring.</td>
<td></td>
</tr>
<tr>
<td><strong>Wrist blood pressure measurement device [31]</strong></td>
<td><strong>Blood pressure.</strong></td>
<td>It presents a wrist blood pressure device which is able to record continuously blood pressure values using DOPPLER ultrasound sensor, and a voice coil actuator which is used to change the pressure in a balloon.</td>
<td>Tested using a simulator, not real data.</td>
<td>Still prototype which is not tested using real-patient data.</td>
</tr>
<tr>
<td><strong>Microwaves that irritate the human body techniques [32]</strong></td>
<td><strong>Respiratory rate, oxygen saturation, and coughing activity.</strong></td>
<td>A system architecture that can detect the microwaves that irritate the human body. Such architecture is suitable to monitor respiratory rate, oxygen saturation, or coughing activity.</td>
<td>Tested using experimental data not real-time data.</td>
<td>Still prototype which is not tested using real-patient data.</td>
</tr>
<tr>
<td><strong>UAHealth [20]</strong></td>
<td><strong>Weight, physical activity and heart activity.</strong></td>
<td>UAHealth presents a mobile health integrating mobile application (iOS based), used for monitoring patients’ weight, physical activity and heart activity. Gathered data are uploaded in the server were can be accessed further from the health professionals.</td>
<td>Does not use real-time communication. Thus gathered data are transmitted when the device is connected to the Internet.</td>
<td>No real-time communication. There are no information regarding the user acceptance of such product.</td>
</tr>
<tr>
<td><strong>Zephyr [33]</strong></td>
<td><strong>Heart Rate, R-R Interval, speed and distance.</strong></td>
<td>Zephyr presents a commercial product that is able to record heart data, r-r interval, speed and distance.</td>
<td>As it uses Bluetooth, it imposes much more interference caused by different factors and the data rate is lower.</td>
<td>Users need to have a smart phone in order to use this sensor-based application.</td>
</tr>
<tr>
<td><strong>Kito [34]</strong></td>
<td><strong>Heartbeat, blood oxygen, body temperature, and takes an ECG reading.</strong></td>
<td>Similarly to AliveCor’s integrated phone case, Kito presents a smart-phone case that is able to monitor patients’ heartbeat, blood oxygen, respiratory rate, body temperature, and takes an ECG. Gathered data from this application are</td>
<td>As it uses Bluetooth, it imposes much more interference caused by different factors and the data rate is lower.</td>
<td>In order to use Kito, users need to have a smart phone.</td>
</tr>
<tr>
<td><strong>A Real-Time Health Monitoring System for Remote Cardiac Patients Using Smartphone and Wearable Sensors [35]</strong></td>
<td>Heart monitoring</td>
<td>The proposed system comprises of the already proposed wearable sensor applications like Zephy, however the authors have designed a real-time monitoring system that uses the Bluetooth technology to transmit the data from wearable device to an Android phone. Then the data from Android device are transmitted using GPRS, 3G, or other Wi-Fi networks to MySQL database which presents collected data to an online web-based portal. The communication link is designed for the patient and doctor to have access there too.</td>
<td>The proposed system uses Bluetooth as communication technology or for sending the data from the wearable sensor device to mobile phone. Therefore, as it uses Bluetooth, it imposes much more interference caused by different factors and the data rate is lower. Moreover, the system was evaluated for 40 individuals after its proposal.</td>
<td></td>
</tr>
<tr>
<td><strong>HRM [36]</strong></td>
<td>Heart monitoring</td>
<td>Real time Health monitoring application proposed in [36] consist of a wearable sensor that is mainly designed to monitor people that have problems with heart. Collected data are then transmitted using wireless internet connection to a database.</td>
<td>The proposed system needs to have wireless connection all the time in order to transmit gathered data from the sensors. Moreover, from the experimental results which were conducted after the proposal of the wearable device, it is shown that the proposed sensor-based application is not fully wireless.</td>
<td></td>
</tr>
<tr>
<td><strong>NovioSense</strong></td>
<td>Blood sugar.</td>
<td>It provides a non-invasive tear</td>
<td>Still a proposal.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>In the market there</td>
<td></td>
</tr>
<tr>
<td>[37]</td>
<td>glucose sensor which is combined with a metal coil coated with hydrophilic gel which is dropped into the eyelid.</td>
<td>is not a real-time and non-invasive solution for monitoring blood sugar levels [37].</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Google proposed a lenses prototype [38]</strong></td>
<td>Blood sugar.</td>
<td>It presents an idea under development that will help patients to monitor their glucose levels via their tears.</td>
<td>Still a prototype.</td>
<td></td>
</tr>
<tr>
<td><strong>GlucoWise [39]</strong></td>
<td>Blood sugar.</td>
<td>Sensor based device that will be able to measure blood sugar by transmitting low-power radio waves.</td>
<td>A proposal that is under development.</td>
<td></td>
</tr>
<tr>
<td><strong>Glucosense [40]</strong></td>
<td>Blood sugar.</td>
<td>Presents a wearable device that consists of a sensor head which will be able to collect data and measure them. Gathered data will be transmitted wirelessly to a smart phone or PC.</td>
<td>A proposal that is under development.</td>
<td></td>
</tr>
</tbody>
</table>
As presented in Table 1, various sensor-based applications have already been proposed for developed regions. However, if we consider developing regions, where economical and infrastructural conditions differ from developed countries, it is hard to implement and use such applications. This was another research gap which was identified, together with the limited number of similar studies that have considered users’ attitude in developing regions, or remote-sensor applications that provide affordable solutions for population living in low- and- middle income countries.

4 Research Questions

Taking into account the detailed analysis and research related with the need for sensor-based applications for remote monitoring of patients with chronic diseases, as well as the brief evaluation of the existing applications, we have identified these research questions:

1. In what context, will the application of sensor-based platforms help developing regions to treat and manage chronic diseases?
2. How can the application of sensor networks address the needs of healthcare centres in developing regions?
3. What may be the factors leading to successful application of Sensor-Based Networks (SBN) in a developing country?
4. What may be the factors that can challenge the implementation of SBN in health system of a developing country?
5. Do the users need an application for managing and monitoring chronic diseases?
6. To what extent will the application of sensor-based networks lower the healthcare cost?
7. Is there an existing network infrastructure for implementing sensor networks in developing countries?
8. What should be the characteristics of an efficient sensor-based framework for healthcare in developing countries?

These research questions will serve as a primary resource for continuing with the research methodology. Therefore, in the next section we discuss research methods that will help us answer the identified research questions.

5 Research Methodology

Methodology is a group of methods, schemes, and procedures that lead the researcher to understanding, describing and exploring a phenomenon. Therefore, methodology is a broad term that defines the methods that are used in research, as well as specific steps that the researcher needs to follow to apply those research
methods. The application of research methods consists of gathering samples, data, documents, or related facts that help the researcher solve the problem. In order to have a well-defined methodology, the researchers need to explore possible methods that will help them answer their research questions, get familiar with a phenomenon, and determine frequencies of occurrence or test researchers’ hypotheses. There are two basic research approaches, the quantitative approach and the qualitative one. Quantitative approach mainly deals with the situations where the researcher investigates how much or how frequently a phenomenon is happening. Therefore, if a research question consists of “how often” or “how many”, it is recommended to use quantitative methods [41].

Qualitative research is concerned with subjective assessment of behaviours, opinions, attitudes, or gestures [41]. In this way, qualitative approach tries to explore peoples’ experiences, interactions or communication within a group. More specifically, it tends to understand how things are happening; how they came to a specific point; what are the opinions of the interviewees; explore new research area where little investigation is done, etc. Qualitative approach is a research method which most of the time tries to transcript words into text or writing. Therefore, words and text are used as data instead of numbers that quantitative research uses [42]. Hence, qualitative research tends to investigate the social phenomenon and explain why things are the way they are, or why people do a specific behaviour; it tries to understand and explain peoples’ opinions, and explore their concepts or views.

Based on the literature review it was concluded that most of clinical centres in developing countries still work with old and traditional health offering tools and equipment. Considering this fact, and the limited number of previous works for investigating the users’ perceptions towards application of sensor platforms (specifically) in healthcare system, this study decided to use a qualitative approach primarily. As Flick [43] suggested, in cases where the phenomenon under investigation lacks previous research, the researcher needs to first elaborate and analyse the area. Hence, this study will first investigate the opinions of chronic ill patients and health professionals, attitudes, concerns and perception towards application of sensor-based platforms for continuous monitoring of their chronic conditions in developing regions. The qualitative approach will help to answer predefined research questions.

Another argument that supports the decision on the qualitative method, as a primary research method, is related with a previous research presented in [18] regarding user adoption of digital technology. The study found a very limited number of research studies that have investigated user perceptions towards the application of sensor networks for continuous monitoring of chronic diseases. According to that study, most of the literature focused on information technology in general, from the patient’s or health professional’s points of view.
6 Conclusions and Future Work

This study has presented possible approaches to the research and processes related with the research methodologies. Taking into account the overall aim of this study, which is the proposal of a unique, flexible and cost-effective sensor-based architecture, quantitative and especially qualitative methods were further elaborated. In this way, we were able to decide on the primary method to begin the investigation process.

The idea of using qualitative approach as a primary research method has to do with the lack of previous research in understanding patients’ and medical staff attitudes, perceptions, and opinions on using sensor-based technology (this is also one of the general reasons for using qualitative research proposed by Flick [43]). Moreover, in Kosovo, sensor technology is not applied in healthcare centres to treat and manage remotely the chronic illnesses. Therefore, the application of a qualitative approach will help to identify users’ willingness, experience, and attitudes and understand their opinions regarding application of sensor-based networks for continuous treatment and monitoring of chronic conditions.

The results of this qualitative study will lead the research towards proposal of a sensor-based architecture that will help developing regions in treating and managing chronic diseases.
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Abstract. Massive amount of data is generated on daily basis by a huge number of deployed sensors in sites for monitoring features of interests in the domains of interest. A lot of work is accomplished in wireless sensor networking (WSN) providing the data as services to the end users. The focus over the last years shifted in providing semantics to these immense amount of generated data considering limited resources of WSN. To achieve the advanced analytical processing and interpretation demanded from modern applications, techniques for data exchange and semantic enrichment should consider the limited resources and challenges imposed when using WSN. This manuscript is a review of sensor data standards related to syntax and semantics, trends, and ontologies for enriching raw data semantically that later are used for more sophisticated data exchange between the connected machines. This will enable extraction of knowledge from these data and better exploitation of these data by emergent applications and end-users.
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1 Introduction

The Wireless Sensor Network is a forthcoming technological revolution in which everyday objects are equipped with sensors and identification capabilities. These capabilities when connected to the Internet can provide significant benefits, real-time and remote monitoring, which enables the development of sophisticated applications
for assisting humans in their daily activities. The number of everyday connected objects is expected to become 50 billion until 2020 which consist of 6.58 connected devices per person (7.6 billion people in total) [30] with 14.1 ZB\(^3\) generated data per year. As this number continuously grows, the domain of sensors still needs attention for standardization. Standards for physical and electrical feature representation, data processing and message parsing procedures, and the possibility for offering Plug & Play capabilities [8].

Data processing [3,32], quality of data [32] and storage [3,32] becomes a big challenge with the enormous increase of connected sensory devices attached to daily objects. The data will play a significant role in every field of interest when they are exploited in the right way. Machines need the collected data provided by various sensors to be understandable. In fact, the need for structured data that would enable machine interpretability and reasoning is essential [17]. This requires attaching further semantics to the actual raw data.

Certainly, the ultimate goal of WSN as the main enabling factor for Internet of Things (IoT), requires not just connected objects to the Internet but also these observable objects to be found, accessed, managed and possibly connect with other objects to achieve a common goal at a global level. For instance, in automobile driving scenario, two cars equipped with sensors can communicate to each other, take the necessary responsibilities for

---

avoiding a possible collision on a winding road or when there are view difficulties. All these require a proper way of machine-to-machine communication and understanding.

Ontologies as a means for providing machine-to-machine processing and interpretability including human understanding are the main enabling factors for this [18]. Thus, a common global Ontological representation standard for modeling sensory information is crucial for overcoming misinterpretation, heterogeneity, and different levels of interoperability concerning the data. A challenging aspect is to transform these data from sensor devices manufactured by different vendors, with different data formats into homogeneous, discoverable, machine readable and interpretable format.

In this paper we review data standardization efforts considering limitations of sensor platforms and their capabilities, and standardization efforts for semantic enrichment of sensor data together with the enabling technologies for semantic enrichment. At the same time, we provide a comparative study between these standards. The remaining paper is organized as following: Section 2 introduces characteristics and requirements for sensory devices and data standards for sensor networks. In Section 3 we discuss current efforts on ontologies as main enabling factor for sensor networks semantic data annotation and their characteristics. Finally, we conclude the paper with a discussion.

2 Describing Sensor Data: Standards and Trends

Wireless sensor nodes are composed of a number of sensors, transceiver, a radio, power source and the memory. They are small devices with limitations in memory, communication, processing, energy consumption [45,16]. Further, sensor nodes are sensitive and prone to physical damages that will produce unrelated values or often fail when they are deployed in harsh environments. Taking into account that the sensory devices are used to measure physical properties of the objects being observed, several research challenges need to be addressed. An emerging research field of these challenges is associated with data: lightweight format to be used, quality of data, syntactic and semantic interoperability, redundancy, scalability. Certainly, these challenges become more difficult to deal when there are plenty of manufacturers who produce these kind of devices and each of them has their own way of describing things.

Accordingly, there is a need for data standards that are able to describe physical and electrical features, measurements, enabling plug & play capabilities [8], providing syntactic and semantic interoperability, offering data scalability by always taking into consideration resource limitations. Providing such a standard allows to easily filter unnecessary data or detect erroneous ones which yields to better decision making. This also important for energy saving by not transferring inaccurate data to other nodes. In
the case of the minimum energy or outside noise directly influencing sensors, wrong data will be generated that easily could be detected.

As long as sensor node energy lifetime is critical in a WSN, demands for low packet size, and less frequency of packet delivery is necessary. The fewer data are transmitted the more energy efficient would be the node. Sending 100 bits of data from node to node consumes 5 $\mu J$ [44]. Since the data needs to be transmitted from node to node until it reaches the sink node, the energy will be wasted in the whole network.

### 2.1 Sensor Data Standards

Having open data standardizations for describing sensors and their capabilities in the domain of WSN provide a mean for interoperable systems, stimulate market competition, prevents parties from controlling a standard and avoid the need to stuck in a specific architecture for solving problems which will results in innovation and differentiation with the provision of better services. A goal of this section is to present sensor data standards, discuss them according to the specific layer categorization and then represent what they have done for data interoperability.
SensorML [2] provides an XML schema for describing sensor meta-data, and its processes, while O & M is a standard that describes the observations. Both present standards under the umbrella of SWE group. A combination of SensorML and O & M [9] gives good modeling to describe the sensory information and thus create syntactic interoperability.

The IEEE 1451 is a set of standards able to interconnects smart transducers with the systems. It provides numerous functionalities [36] (like self-identification, self-description, self-diagnosis, location-awareness, time-awareness, data processing, etc.), and thus (semi)automation could be achieved. Here, the transducer electronic data sheet (TEDS) is introduced as a specification for sensory information, able to be attached to memory in EEPROM of smart transducers.

Amon [1] is a general purpose open data format for describing and exchanging sensor/metering/monitoring devices data. It describes the data capabilities of devices, metering point, and entities.

SenML is lightweight media type for representing sensor measurements and related data, with the focus devices with limited capabilities [23]. It is designed to carry multiple measurements, and possibility that the packet size could remain under 80 bytes. The supported protocols are Constraint Application Protocol (CoAP) and HTTP.

Echonet [28] is an open standard supporting heterogeneity of home appliances and the sensors integrated into such types of equipment. Many vendors are already using Echonet in the Japanese market in the domain of smart homes.

Device Kit is an OSGi technology that serves as a data model for devices. It also simplifies the development process for future applications when hardware characteristics are unknown [14].

Device Description Language (DDL) [8] provides an XML schema for describing sensors and related devices by exposing them as services. It is a reference for Service Oriented Device Architecture (SODA).

2.2 Scope of the Standards.

In the world full of different type of sensors, ensuring the heterogeneity of the devices and making them fully functional is not quite easy. The applicability and the scope of each previously mentioned data formats in the prior section are different. Table 5 presents functionalities they provide in different layers starting from physical to application layer. Indeed, these functionalities are represented for some of the standards in [8], and we are extending with additional data formats.

Operating environment cover the description of physical characteristics of the devices (form factor) and operating environment. These informations even though are
not highly important for the developer, they can serve as a form to check whether the device works properly under specific conditions.

**Physical layer** describes the electrical characteristics, mechanical interfaces and other form factor of physical devices (size, shape etc.).

**Units and block layer (Pins and ports)** describes pin wiring, pinout, and timing of signals. This will allow to describe the pins and ports of the sensors with the platform. These three layers are less important for the developer and consequently for the application point of view since there is not much that could be done using such information.

**Events and Protocol Layer** is the one that describes the parsing procedures of the signal being processed. These procedures needs analog-to-digital converter (ADC) for analog voltage port or an string for digital-port. Most of the standards that need to tackle the issue of the Plug & Play capability needs to be able to provide specifications of the receiving signal. Whenever a sensor is connected to the platform, it generates a timed pulse that is translated into a unique identifier. This identifier maps to an address space that will causes the platform to download the driver for the specific sensor and automatically start receiving measurements for the monitoring
object. To enable the Plug & Play capabilities, only TEDS, DDL, and Device Kit are the standards fulfilling such requirements.

**Functional layer** provide descriptions for the semantics of the receiving signal. For instance whenever a signal is send by a sensor, this is converted by ADC to the appropriate value (i.e. 30 degree Celius). These semantics are the most important features for developers and thus a target of all the standards described above. In this layer, the measurements and units are described, time, location and other important features of the monitoring objects.

**Network layer** describes interfaces for wireless communication and protocol stack. Since majority of the sensors do not have wireless communication capabilities, most of the standards do not include descriptions for this layer. This is rather handled by platform itself.

**Data service layer** expose the device interfaces to the outside world as a service over the network. This layer is supposed to manage the communication protocol, and data format together with the semantics where it is possible to access the devices data over the network. This layer has not been part of the abovementioned standards.

<table>
<thead>
<tr>
<th>Description</th>
<th>IEEE 1451</th>
<th>DDL</th>
<th>Device Kit</th>
<th>Sensor ML</th>
<th>Echonet</th>
<th>Amon</th>
<th>SenML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating environment layer</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Physical layer</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Units and block layer</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Event and protocol layer</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Functional layer</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Network configuration and protocol layer</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Interoperable data service layer</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

We see in Table 1 that the only standard able to describe how environmental variables affects the results of the device is DDL. In IEEE 1451 and Device Kit, the lower layer is Event and protocol layer. We also know that the data carried by sensing devices are just raw reading, and if no parsing procedure exist, there is no practicable way to understand such readings.

Although, under the assumption that parsing procedures are implemented by vendors for each sensor node, almost all the standard choose the lower bound layer the
functional one which is also considered mandatory. In this layer, the semantics of the receiving signal are described (i.e. 30 degree Celsius). Some standards like IEE 1451 and device kit define networking capabilities, while the last layer is not the scope of any standard. In fact, the networking layer is the discussed topic among researchers whether should be included in the standards [8], since most of the sensors do not have networking capabilities. Nodes themselves are responsible for data transmission.

Majority of manufacturers describe the devices capabilities (error rate, max. and min. values, device operation condition mode, parsing procedures, sensor features etc.) using their specific model and often they do not follow a particular standard already mentioned in this paper. Hence, the scope of majority of the presented standards is to model the observed sensor data and their values (i.e room temperature, it’s value, timestamp etc.). Basically, the choosen standard should allow to model the data where the packet length remains small, provide simple semantics to enable later to increase the knowledge with an alternative format with expressive power.
2.3 From Plaintext to Data Interoperability.

The increasing number of sensors continually produce vast amount of raw data. To properly exploit the resources and extract new knowledge from the raw data, more than values are needed. Machines require formats that easily could be processed, understand and even interpret. The desired format needs to scale well and carry enough information but always considers constraints of the sensor nodes. For instance in a home automation scenario, the home temperature is required to automatically maintain cooling and air conditioning. Further, to create intelligent homes, several parameters could be gathered such as humidity, moisture and temperature and based on these observed parameters it is possible to reason and get more insights that could adapt to user preferences. Nevertheless, all these information requires to have small packet size that could easily travels from node to node until it reaches the sink node. Except the need to measure real-time values and communicate these data to other machines, the data need to be machine processable and interpretable. It is insufficient to have just temperature value but there is a need to get more insights from that value (whether the value is in Celsius or Fahrenheit degree, whether is room, outside or body temperature).

To enable machine processing and provoke syntactic data interoperability encoding formats such as XML and JSON are well-formed with a standardized structure. They allow us to model observed raw data in a structure way such that machines could easily process such informations. The XML is the common encoding basis for SenML, SensorML, Device Kit, and Echonet. In fact, Echonet device specification is a logical model of the information or essentially a dictionary of devices where each devices represented in XML is transformed to an Echonet object. Different encoding formats are supported by SenML (XML, JSON, EXI and CBOR or textual modeling formats) depending on device constraints and the developer preferences. DDL uses plain text which is not the appropriate form for enabling machine processing and enhancing interoperability among machines.

<table>
<thead>
<tr>
<th>Standard Name</th>
<th>Data Format</th>
<th>Semantic Support</th>
<th>Units</th>
<th>Data types</th>
<th>Design perspective</th>
<th>Constraint devices</th>
<th>Supported devices</th>
<th>Good for</th>
</tr>
</thead>
<tbody>
<tr>
<td>SensorML</td>
<td>XML</td>
<td>Yes (if integrated with O &amp; M)</td>
<td>Yes</td>
<td>CDT</td>
<td>Data Oriented</td>
<td>No</td>
<td>Intelligent Sensors</td>
<td>Describing complex devices</td>
</tr>
<tr>
<td>IEEE 1451 (TEDS)</td>
<td>IDL</td>
<td>No</td>
<td>Yes</td>
<td>CDT</td>
<td>Modular</td>
<td>Yes</td>
<td>Intelligent Sensors</td>
<td>Manufacturing the design devices interface</td>
</tr>
</tbody>
</table>

Table 2: Features of Sensor Description Standards
<table>
<thead>
<tr>
<th>Protocol</th>
<th>Data Format</th>
<th>Serial</th>
<th>Multipart</th>
<th>Data Type</th>
<th>Data Oriented</th>
<th>Devices Type</th>
<th>Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amon</td>
<td>JSON</td>
<td>No</td>
<td>Yes</td>
<td>PDT</td>
<td>Data Oriented</td>
<td>No</td>
<td>Industry (metering/monitoring)</td>
</tr>
<tr>
<td>SenML</td>
<td>XML, EXI, JSON, CBOR</td>
<td>Very limited</td>
<td>Yes</td>
<td>PDT</td>
<td>Data Oriented</td>
<td>Yes</td>
<td>Sensors, Actuators</td>
</tr>
<tr>
<td>Echonet</td>
<td>XML (Object dictionary of devices)</td>
<td>Limited</td>
<td>Yes</td>
<td>PDT</td>
<td>Class</td>
<td>Yes</td>
<td>Home Appliances</td>
</tr>
<tr>
<td>Device Kit</td>
<td>DKML</td>
<td>No</td>
<td>Yes</td>
<td>PDT</td>
<td>Modular</td>
<td>No</td>
<td>Sensors, Actuators</td>
</tr>
<tr>
<td>DDL</td>
<td>Plain text</td>
<td>N/A</td>
<td>Yes</td>
<td>PDT</td>
<td>Data Oriented</td>
<td>Yes</td>
<td>Sensor and Devices Communication</td>
</tr>
</tbody>
</table>

*PDT = Primitive Data Types
*CDT = Complex Data Types

4 Concise Binary Object Representation: http://cbor.io/
The possibility to send several measurements in a single packet without exceeding bandwidth is really important. In a single device, several sensors measurements could be equipped, and this will need all the observed properties to be delivered to the end node. Choosing a lightweight format, that could easily be extended with semantics into it and carry all the measurements at the same time within its boundaries is essential.

In terms of syntactic Interoperability, the efforts have been focused on employing SensorML from OWC group and recently many middleware make use of SenML as lightweight format to their Wireless Sensor Network architectures. The former consist of a set of model languages that defines sensors and their services by exposing them in the web. However, additional effort is required to automate the process which sometimes it is hard to implement the proposed technologies.

Regarding scalability, implementing XML as a data format for real-time application development promises extensibility and flexibility. While managing information as XML raises three issues related to enterprise scalability and robustness. The first is that XML is not designed for fast information retrieval. The second is that XML is a verbose method for exchanging data over a network which is highly constrained and this becomes a problem when exchanging a large amount of data in daily basis. The third issue is that XML elements are not defined as native data types. The steps required for converting XML-tagged data into predefined data types degrade the performance of a real-time WSN application system. On the other hand JSON is a lightweight format with simple syntax, easy for processing that easily could be extended with other data.

Dealing with node constraints and energy efficiency, EXI and CBOR are the preferred formats for transmission of the data in binary form due to small packet size. EXI format allows to deliver packets easily from node to node, but processing the data locally and making decisions requires a lot of CPU resources which is not convenient for the CPU constrained platform. This creates difficulties in detecting erroneous data from quality data and it will break hard constraints of real-time monitoring. On another hand, it is possible to model the data in JSON format that will include a small amount of data, including basic semantics into it, that later these data easily could be transformed into a more sophisticated knowledge, that will allow machines to interpret. XML is another alternative as most of the standards have proposed, but XML is considered heavyweight compared to JSON [34,19]. Xiang et al. ([38]) evaluate the formats through experiments with for the formats XML, JSON, EXI, RDF, Entity Notation. Since the performances are getting better for these sensory platforms, the more semantics we will provide to the next node the better exploitation and usage of these data will be possible.
In Figure 1a, the Exi format has the lowest packet length, followed by JSON and XML. In contrast, the number of cycles to process the same information (Figure 1b) is lower in JSON format compared to XML [38] and EXI. The last data format requires high processing power.
As a conclusion, the future application requires quite a standardization that could easily integrate the sensing devices into the system and make use of it. Echonet has attracted the Japanese market for home automation. To enable Plug & Play capabilities of the sensors, the IEEE 1451 standard is the most appropriate. This standard allows specifying configuration information in the memory of the sensor. Specifically, using TEDS it is possible to identify the current sensor attached to the devices, its interface and other relevant information that the sensor detects. Later, all these information can automatically be detected and received when the software interface is written. SenML utilizes constraint resources with minimal energy harvesting, low processing power and when the packet length matters. To utilize the resources with limited bandwidth, SenML structures the data as a single object, while this object contains an array of entries. Further, when the bandwidth is highly constrained, this protocol allows to model the data using EXI format and send minimal data over a mesh network. This could also help in minimizing the energy consumption when we know that most of the energy is spent during transmission. However, EXI requires more processing power to process the carrying information. Considering the popularity of JSON format, it is possible to model the data with 80 byte important observations. Amon is created more with the purpose to be human-readable, while Device Kit and DDL even though young in the market, they have a chance to enter in the industry of Wireless Sensor Network. SensorML on the other side is popular in industry [8], but it’s complexity and design nature limits the applicability in small, constraint devices [31].

3 Enabling M2M Communication with Semantic Annotation

The already mentioned standards are not widely accepted and thus are not enough for provoking semantic data interoperability because sensors and platforms are strongly dependent on the sensor manufacturer and industry. Data annotation and semantics are valuable properties for today real-time systems to overcome issues of heterogeneity, machine understanding and interpretation and discovery of the resources as well as extraction of new knowledge from the output of multiple sensor measurements. While sensors consist of common characteristics across applications, metadata are those characteristics that make a difference and achieve common understanding for both: humans and machines.
Utilizing semantic presentation and the common standard ontologies would help to achieve an interoperability at higher levels and understand the proper meaning of the data. For instance, machines would be able to distinguish the room temperature and body temperature and apply different reasoning techniques. Therefore, through the literature review, sensor ontologies should include a number of concepts and relations between them. The general required attributes for sensors as proposed by National Institute of Standards and Technology (NIST) [13] are summarized in Table 3. We are categorizing these concepts as follows: a) Sensors / Actuators: identity, manufacturer, configuration c) Physical features: location, power supply, energy, actual consumption energy, operating conditions, force, speed d) Observations: observation, accuracy, frequency and e) Data: data types, latency, units of measurements, quality of data, time.

A shared ontology (or, multiple shared ontologies) describing the above concepts and relations, provokes semantic interoperability among the applications. This shared ontology allows to exchange information in such a way that the meaning of the observed properties of the objects will be automatically processed and interpreted by the receiver. Deriving new semantic knowledge could be achieved on the basis of the observed facts through reasoning.
<table>
<thead>
<tr>
<th>Attributed</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Power, weight, size</td>
</tr>
<tr>
<td>Operating environment</td>
<td>Conditions for device operation</td>
</tr>
<tr>
<td>Immediate data</td>
<td>Time, spatial data, latency, frame rate and other important data</td>
</tr>
<tr>
<td>Derived data</td>
<td>Results after computing raw data</td>
</tr>
<tr>
<td>Algorithms</td>
<td>Algorithms for producing outcomes (derived data)</td>
</tr>
<tr>
<td>Integration/fusion</td>
<td>Data aggregation and fusion combining data from multiple sensors</td>
</tr>
<tr>
<td>Capabilities</td>
<td>Functional applications from the data</td>
</tr>
<tr>
<td>Communication</td>
<td>Physical and logical protocols, interoperability</td>
</tr>
<tr>
<td>Processing</td>
<td>On-board processing power of sensors and sensor nodes</td>
</tr>
<tr>
<td>Calibration</td>
<td>Calibration algorithms</td>
</tr>
<tr>
<td>Provenance</td>
<td>Maintaining the records of raw data and derived data</td>
</tr>
<tr>
<td>Confidence</td>
<td>Level of confidence in raw data</td>
</tr>
</tbody>
</table>

### 3.1 Technologies and Languages for Semantic Data Interoperability for Wireless Sensor Networks.

Semantic⁵ is the study of understanding and interpreting the true meaning of a word, or a sentence. Such words, to be understandable by computers need a semantic representation using symbols or markup languages.

We already know that the most intriguing and successful artefact is the current Web [12], but still, explicit exploitation of the resources need semantic technologies. Hence, the semantic web allows humans and agents to cooperate with each other, reason over the available resources and accomplish sophisticated tasks [5]. The core concept of this semantic representation is Ontology that enables knowledge discovery of a shared resources. It can be used for knowledge representation [24], natural language processing and knowledge engineering [39], semantic representation and building expert systems [24].

Most of the research attention is given to the true meaning of the receiving values from sensors. Several studies are addressing the importance of annotating sensed data and powerful utility that could be derived [40,42,35]. When the (semi)automatic annotation of sensed data is achieved, it will have significant impact in real-time monitoring system and enable real-time machine processing.

To make this happen, several ontological languages are created with the purpose of facilitating the annotation process which will help to achieve semantic interoperability and make the data accessible on the web, as well as expose these as services to third parties. A set of core semantic technologies are already developed, and most of them
are de facto standards [26]. Languages like Ontology Inference Layer (OIL)[12], DAML+OIL [22], RDF [6], Web Ontology Language (OWL)[29], Json-ld 6, enable to describe sensor information with semantics attached to it. Standard ontologies are important for achieving semantic interoperability using the core semantic languages and technologies.

3.2 Ontologies for Sensor Data.

The community has developed several ontologies for describing important information of sensors data. These include measurements, observations, features of interest, location, time etc. In what follows we present Ontologies

5 Semantic according to: http://www.thefreedictionary.com/semantic
6 http://json-ld.org/
(even though none of them is a standard) that could possibly provide interoperability at a global level of the system and become de facto standards.

**Semantic Sensor Network (SSN) Ontology** [11] describes sensors, observations, and related concepts. These concepts in SSN ontology, are divided into four different perspectives: a) Sensors can semantically describe device capabilities of the sensed object b) Observations represents the sensing values c) Systems consisting of subsystems and d) Feature and Property for phenomena properties.

An important aspect of this Ontology is the possibility to add external domain-specific ontologies and extend its capabilities (i.e. Time, Location, or domain-specific ontologies: i.e. Health ontologies). Further, we can have a better level of interoperability in SSN ontology since it aligns SSN ontology concepts with the DOLCE Ultra Lite (DUL) upper ontology.

**Sensor Web for Autonomous Mission Operations (SWAMO)** [43] is a framework and ontology able to create interoperable sensor web products and services within sensor web. It models components, systems, and processes as physical or logical representation. It consists of agents able to maintain operations as well as make decisions. It is compatible with SWE, specifically SensorML.

**OntoSensor** [20] presents another ontology for describing sensors, capabilities and its measurements. This ontology presents overly a general, knowledge base of sensors (humidity, GPS, Accelerometer etc.) for query and inference. To express sensor properties, SensorML is used to derive its terms. The Ontology seems not updated and complex to implement.

**Universal Plug and Play (UPnP)** [41]. Presents an Ontology with the aim of enabling Plug & Play capabilities by describing devices and services they provide. This follows the UpnP device architecture specification and presents instances of devices, services, actions, arguments and state variables. The Ontology is not updated and no new features are added (not actively maintained).

**Foundation for Intelligent Physical Agents (FIPA)** [15]. Fipa ontology describes devices and their characteristics aiming to exchange and create data interoperability between software agents. The main class of this ontology is Device which has descriptions and this allows to describe hardware and software properties. Since its introduction, there are not updates or added features to this ontology.

**OpenIoT Ontology** [37]. presents an extension of the SSN ontology with additional concepts relevant to cloud integration, utilizing unit metrics and point of interests (POI) at some level of granularity. It enables to collect the data virtually. It also offers tools for development and deployment of IoT applications. There are extension regarding the client authentication, Client credentials and other concepts related to services.

**Semantics in Detecting Indoor Location.** Ontologies are very useful in the
process of the discovery of the available resources, and specifically detecting the position of the resources in the environment. Apart from recognizing the latitude and longitude, knowing the exact location, specifically in an indoor environment is significant (third floor, room nr. 15, particular bed).

One of the earliest attempt to maintain and detect the location in indoor environments is presented in [21]. This technique allows to intelligently compute the location in an indoor environment by using ultrasonic techniques. Another attempt to provide a semantic description of the current location of an object is presented in [33]. This infrastructure uses the GPS (global positioning system) to get the information of specific object but hides the details of implementation. When the location is detected, the DNS (Domain name system) maps the position with semantic data.

One approach in providing semantic data for indoor location is defined in [10]. This ontology provides semantics based on RFID tags or Wireless position of the devices. It is possible to detect rooms, hallway, kitchen using the tags detected by nearby devices.

7 DUL - is an upper ontology for presenting concepts understandable among all knowledge domains

8 http://www.w3.org/2005/Incubator/ssn/wiki/Incubator_Report#OntoSensor
Table 4: Sensor Ontology Features

<table>
<thead>
<tr>
<th>Name</th>
<th>SSN</th>
<th>OntoSensor</th>
<th>SWAMO</th>
<th>UPnP</th>
<th>FIPA</th>
<th>Csiro</th>
<th>OpenIoT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical characteristics</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Identity/ manufacturer</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Configuration</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Hierarchy</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Deployment</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Physical features</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Power supply</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Energy</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Current consumption</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Operating conditions</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input/Output</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Observation</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Accuracy</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Frequency</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Response model</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Communication process</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latency</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Units of measurements</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Data types</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Data quality</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Time</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

Y = Supported, N = Not Supported

**DogOnt** [7] - The Ontology Modelling for Intelligent Demotic Environments provides an XML schema and models indoor environment, specifically home automation. It allows to semantically describe various devices located within the home environment.

**indoorGML** [25]- represent a data model and XML schema for modelling indoor spatial information. It is a framework for defining the position of the objects in indoor spaces. The ontology consist of a) cellular space (the smallest organizational units in indoor space), b)Semantic representation (Defining cells and its connections), c) Geometric representation (representation of an object with geometric substructures), d)
Topological structure (objects connectivity in indoor environment) and e) Multi-Layered Representation (topographic spaces, Wifi coverage cells, and RFID coverage cells).

The most relevant ontologies offering semantics for describing features of sensing devices are reviewed. One of the ontologies from SWE group was O & M. To make a distinction with SSN ontology, the O & M describes the observations as events while in SSN ontology the observations are described as a process. SSN differentiate the domain specific concepts and those devices specific while in O & M everything is presented as a whole.

http://elite.polito.it/ontologies/dogont.owl
Table 5: Number of Concepts, Axioms and Properties

<table>
<thead>
<tr>
<th>Name</th>
<th>SSN</th>
<th>OntoSensor</th>
<th>SWAMO</th>
<th>UPnP</th>
<th>FIPA</th>
<th>CSiro</th>
<th>OpenIoT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classes</td>
<td>52</td>
<td>289</td>
<td>No info</td>
<td>9</td>
<td>15</td>
<td>71</td>
<td>74</td>
</tr>
<tr>
<td>Axioms</td>
<td>599</td>
<td>1970</td>
<td>No info</td>
<td>310</td>
<td>203</td>
<td>503</td>
<td>383</td>
</tr>
<tr>
<td>Object Property</td>
<td>55</td>
<td>125</td>
<td>No info</td>
<td>11</td>
<td>14</td>
<td>61</td>
<td>27</td>
</tr>
<tr>
<td>Data Property</td>
<td>0</td>
<td>108</td>
<td>No info</td>
<td>23</td>
<td>18</td>
<td>11</td>
<td>15</td>
</tr>
</tbody>
</table>

The SWAMO ontology is very complex and hard to implement. Even more, this ontology is useful for exposing components/processes as web products. The OntoSensor is not actively maintained and hard to implement. OpenIoT ontology presents an extension of SSN attempting to capture important information about sensor, their units and domain specific informations. However, additional work need to be addressed by OpenIoT in order to address sensor capabilities, performance, and usage conditions. The most relevant ontology to describe semantically the sensed information, and the object being observed seems SSN ontology. This Ontology together with other domain specific ontologies allows to achieve semantic interoperability and prevent the misconception of the data coming from sensors. It means machines are able to process the information in a meaningful manner. Another important feature of SSN is to make use only parts of it (i.e. measurements). This is very beneficial in transmitting just the right information to other parties for further processing using low-cost technologies. However, transmitting the right information requires some higher intelligence in the nodes and this cannot be achieved just by semantically annotating the sensed data. Using SSN ontology, we are able to attach other ontologies like location (indoor or outdoor location) ontology that is among the research challenges. All these information could enhances the discovery process of the resources using exact location and respond to user queries with higher precision. In other words, SSN enhance the data and device discovery process by semantically describing available resources and observations and offers a great possibility to achieve semantic interoperability.

4 Discussion and Conclusion

We have divided sensor standards in two categories: a) sensor data formats dedicated for simple sensor descriptions and b) standard ontologies for utilizing semantics when describing sensor data, capable of overcoming issues already mentioned in section 2.3. Certainly, in the first category fall sensor standards with the aim to help
manufacturers with the standardized structured format to describe features of sensory devices and their capabilities. Due to restrictions in memory, bandwidth, and CPU, the possibility to fully describe all the features of each sensory device and enable automatic discovery of the resources is left out from several standards. Manufacturers most of the time have their own approach to describe information and presented standards describe observations and measurements that are essential for exploitation of these resources by taking into account the restrictions.

In this category, majority of the standards are not able to describe complex features such as quality of the information, allowing to discover anomalies in the data that will later allow performing the cleansing procedure. With the increasing volume of data, data inconsistency become issue. Highly dynamic environments require temporal consistency which needs small packet size and efficiency in transmission. It is known that most of the energy is spent during transmission and idle mode, and sending large packet size requires a lot of energy. Utilizing XML as data format, creates larger packet size, requires more processing power, hard to query and less scalable compared to JSON. EXI format is a better alternative when very constraint devices are present, while JSON seems better alternative compared to XML. Future attempt needs to be addressed by each standard,
to reduce packet size, add more semantics and improve the accuracy of information. From the point of view of resource discovery, employing simple standards provides difficulties in automatic discovery, as well as less efficiency in answering sophisticated questions. It is difficult to enhance query answering using simple formats, with no semantics into it. Also, spatial information presents important features in the domain of WSN, the sensor standards are limited to only latitude and longitude which most often is not enough.

On the other hand, the second category tries to overcome issues of semantics, heterogeneity, sophisticated query answering, enabling automatic discovery and inference new knowledge from the output of several related measurements. Even though there is no standard presented here that describes all the features and capabilities of sensory devices, some are becoming de facto standards. One widely adopted standard is the proposition of W3C group with SSN which follows upper ontology guidelines for modeling concepts and this will result in a more general semantic interoperability within systems. Other ontologies seem not updated, neither maintained. Due to constraints of sensory devices, these ontologies could help to annotate sensed data, in more powerful devices. First, the data travels using a simple, non-semantic format, with a low packet size and later these data are semantically enhanced using techniques that would enable automatic conversion. However, automatic semantic enrichment of sensor data that effectively could be connected with event processing to enhance the expressiveness in event processing demands a lot of effort [32]. What can be seen in the second category, is the possibility to combine several ontologies, relate common concepts and add the features that are missing. Most of the Ontologies leave out the performance concepts, energy level and the capabilities which are exposed at some level of granularity. The key role in the reviewed Ontologies is being played by the SSN ontology. It has inspired other projects, most relevant one the OpenIoT project. We can take this as a base ontology, use the features already presented, make use concepts from domain specific to enrich with semantics already missing in the base ontology.

Automatic semantic annotation process utilizing Ontologies could overcome heterogeneity and interoperability by possibly modeling all the concepts and attributes of WSN. Even though none of the presented Ontologies overcome heterogeneity/interoperability issues since they cover only parts of the required information model, they are good indicator to be extended with additional features and properties to fully address such requirements. Inferencing new knowledge and transforming the raw data into sophisticated data could be achieved by utilizing semantic representation of the observed raw data from sensors. By observing several related parameters, applying rules over the real time values, new knowledge will be
deduced. For instance, in a driving car scenario there is possible to predict, take the right directions and be on a specific location for the least time possible. By gathering values of car speed (velocity), location, and directions and applying specific rules could be predicted which side has less traffic jam and best route to go. In similar manner, by measuring the distance between cars, rain level, or if the weather is foggy, then it would recommend the best speed to drive the car and avoid possible accidents.

A significant role when processing and reasoning over the semantic data is the modeling language that is used. This requires to be lightweight, scalable enough due to the large amount of generated data and easily processable that would consider the hard real-time constraints of Sensor Networks. Maarala and Su [27] evaluate the performance of different semantic ontological languages in processing in different scenarios (centralized systems, distributed, mobile). Short Entity Format (EN) outperforms in its experiments, having the lowest latency and minimal resource usage. Performing reasoning in centralized system there is a high difference among the standards, where XML based format messages and latency increases higher compared to others formats.

Over the last years, semantic annotation of WSN data, and semantic enrichment utilizing ontologies has gained momentum and is becoming an expanding area of research. Many researchers, institutions, private companies are integrating sensor networks into the web and developing emerging applications exploiting semantic web technologies. More research issues should be addressed to the continuous data generated by sensor networks by taking into account the constraints of these devices and addressing all the features of Wireless Sensor Networks.
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1 Introduction

In this paper we present a study of the current research being done on question answering systems. We attempt to give an answer to questions like: What are the characteristics of QAS being given most attention to? What are the areas of the research being given most attention to? What are the newest features being applied? What are possible trends of the research in this area? We collected publications from top conferences and journals on information retrieval, knowledge management, artificial intelligence, web intelligence, natural language processing and the semantic web in the last three years and made a quantitative and topic-based analysis of these publications. Our work can be used to help researchers gain an insight on the present state and latest trends of the research being done in the area of question answering systems.

Unlike related work [6], [7] that classify and report the state of the art of question answering systems, our study makes a quantitative analysis on the amount of research being done on question answering as well as research areas classification and research trend identification. To the best of our knowledge this is the first review of QAS from this perspective.

The rest of this paper is organized as follows: In section 2 we describe the methodology used in our study and define objectives and research questions. Section 3 classifies and analyzes QAS from different points of view. In Section 4 we identify current research areas. Section 5 presents new research trends identified. Section 6
discusses the results and conclusions from the analysis. Finally we list the selected papers in Appendix A.

2 Methodology

2.1 Research questions

We define the following research questions:
RQ1: What are current QAS types?
RQ2: What are the current research areas?
RQ3: What are the future research trends?

2.2 Search keywords and source selection

In order to extract the most relevant information for our review we used the following keywords and their combination and synonyms. The search string below was used as a query to search for publications in different online digital libraries:
("question answering" OR "question answer" OR "question answering system" OR "question answering systems"). The search for these keywords was done on the title of the publication, as well as the abstract.

We selected three of the top scientific digital libraries that store computer science research publications. We did not search on Google Scholar and arXiv because these libraries index content from other libraries. The sources are shown in Table 1.

Table 1. Sources selected for the search process.

<table>
<thead>
<tr>
<th>Source</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEExplore</td>
<td><a href="http://ieeexplore.ieee.org">http://ieeexplore.ieee.org</a></td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td><a href="http://dl.acm.org">http://dl.acm.org</a></td>
</tr>
<tr>
<td>Springer Link</td>
<td><a href="http://link.springer.com">http://link.springer.com</a></td>
</tr>
</tbody>
</table>

2.3 Inclusion criteria

Table 2 lists the inclusion and exclusion criteria that we used to collect papers.
Table 2. Inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant to the topic of our review</td>
<td>Review papers</td>
</tr>
<tr>
<td>Papers that have been published in the last three years (2014 - 2016)</td>
<td>Reports</td>
</tr>
<tr>
<td>Published in top conferences and journals on information retrieval, web intelligence, artificial intelligence, natural language processing and the semantic web</td>
<td></td>
</tr>
<tr>
<td>Papers written in English</td>
<td></td>
</tr>
</tbody>
</table>

We did not collect review papers and reports because our aim is to analyze the existing implementations and developments of QAS.


We collected 129 papers from the above sources. The results of the analysis are presented in the following sections.

3 Question Answering Systems Classification

We classified the systems presented in the selected publications from three points of view: (1) domain type (open domain vs closed domain), (2) information source type (unstructured vs. structured), (3) collaborative aspect (community vs non-community).

3.1 Domain Type
From this point of view, QAS can be classified into two types: open domain and closed domain. In open domain QAS, the knowledge base can be as big as possible and not limited to a specific domain and questions can be asked about anything. In closed domain QAS the information is limited to a specific domain (e.g. medical, sports, etc.) and the system responds to questions that are made only under the specified domain. This kind of system is simpler compared to the open domain QAS because less information is processed and the knowledge base is smaller. They typically have high accuracy but can require extensive language processing. On the other hand, open domain QAS have a lower accuracy (especially in cross-lingual settings).

From our study we identified 117 open domain and 12 closed domain QAS translating to a ratio of 90.6% open domain to 9.4% closed domain QAS.

### 3.2 Information Source Type

We identified two kind of information source type: unstructured and structured.

**Unstructured information QAS:** In this kind of system the source of information is the Web or document collections contained inside the system. The answering process is information retrieval (IR) based. That means that the system finds short segments of text on the Web or inside the document collections and analyzes them in order to retrieve candidate answers. The candidate answers are then ranked and processed in order to find the most relevant answer.

**Structured information QAS:** In such systems the information is organized in a form of structured knowledge base (KB) where the data are linked by semantics. The information in the knowledge base is organized in the form of triples composed of subject, predicate, and object. An example of a triple is (Mount Everest, height, 8,848 m). The predicate is a characteristic of the subject, while the object is the value of that characteristic. In question answering over a knowledge base, the question is on subject and predicate, while the answer is from object. Natural language questions are translated into formal language queries that simply extract the information from the structured knowledge base. This process involves linguistic techniques like parsing the syntactic structure of the question, POS tagging [1], tokenization, semantic symmetry detection and ambiguity resolution.

From the systems we studied, 71 of them were structured information QAS and 56 unstructured information QAS, translating to a ratio of 56.6% structured information to 43.4% unstructured information QAS.

### 3.3 Collaborative Aspect

From this point of view we identified two types of QAS: (1) community QAS and (2) non-community QAS.

**Community QA (CQA) systems** are modern collaborative systems where users rely on expertise from the community to get an answer for their questions. New questions are routed to possible answerers based on their expertise level relevant to
the question. Such systems are used for information needs that are not satisfied simply by viewing a Web page [5]. Questions and their corresponding answers are frequently presented as top search results for search queries. They are typically ranked by relevance to the user questions and can be viewed by all searchers. This can also act as a mechanism to decrease the number of duplicate questions.

Non-community QAS, on the other hand rely only on system knowledge and there is no collaboration between users.

We identified 73 non-CQA systems and 56 CQA systems, translating to a percentage of 56.6% non-CQA to 43.4% CQA.

4 Research Areas

From our study we identified three research areas: (1) question processing, (2) information source and organization, (3) answer processing.

Question processing: This area deals with the whole process of question transformation, from user query analysis to finding matches between the given question and candidate answers. The goal is to extract pieces of information from user question formulated in a natural language form in order to identify subject entity and find possible matches between question entity and entities in the knowledge base. The process starts with the identification of query intent, generating of possible candidate questions from user query and selection of the most relevant question. It continues with question routing in order to find possible answerers for a given question, based on other users’ expertise. This is relevant in CQAS where routing a question to the right users improves overall system accuracy. In the end, question-answer matching deals with finding possible matches between user question and document text or KB entries in the information source.

We identified 80 publications in this research area dealing with various steps of question processing, making it the most frequent with 62% of the total number of publications.

Information source and organization: This area deals with the way the information is organized in the QAS and its sources. It involves the process of KB creation which organizes information in a semantic way by creating KB triples. This research area also involves QAS that use multiple information sources for retrieving and validating the answers.

We identified 13 publications in this area, translating to a percentage of 16.25% of the total number of publications.

Answer processing: This area deals with the process of detecting candidate answers and analyzing them in order to select the most relevant one. The process starts with detecting candidate answers that might be in the form of document text or KB triples. The candidate answers are then filtered out by validating them according to question relevance. After the validating process is complete, the answers are ranked according to question relevance and the most relevant one(s) are selected from the list. In systems that use multiple information sources, sometimes the answer might be fragmented, meaning that parts of it might be found on different information sources. In such systems there is an extra step that takes care of answer aggregation.
and summarization that joins the fragment answers and produces complete candidate answers.

We identified 65 publications in this research this area that is equivalent to 50.3% of the total number of publications.

We find worth mentioning that a considerate amount of publications dealt with multiple areas of research such as question processing and answer processing. The same occurs for publications that deal with the three areas from question processing to information source organization, as well as answer processing. The area overlapping occurs for 26% distinct publications, translating to a percentage of 20% of the total number of publications.

5 Future Research Trends

In order to answer RQ3, we analyzed new characteristics that are being integrated into QAS and tried to identify future research trends.

5.1 Multiple KB QAS

It is common that a natural language question involves many aspects and it may become unpractical using a single knowledge base to cover all aspects of the question. With the continued growth of the semantic web and knowledge bases, each covering different domains, it becomes increasingly important to develop methods to access information over multiple knowledge bases [2]. We noticed a growing number of contributions on multiple knowledge base QAS described in (P3), (P13), (P33), (P62), (P82), (P105) and (P129), with 75% of them during the year 2016. This indicates increased research interest in this type of systems and a future research trend. This trend is justified by the need to create more flexible systems that obtain and validate answers from multiple sources when a single KB is not.

5.2 Non-factoid QAS

A factoid QAS is a system that provides concise facts like “Who is the father of Luke Skywalker?” or “What is the population on Mars?”. The limitation of factoid QAS is that many questions that people want answers for, are not factoid questions. In contrast in a non-factoid QAS the system can be asked to provide an answer to a math question, how to change the oil of the car, etc. and the answer can be more of a descriptive nature. Frequently, for non-factoid questions, the answers cannot be readily found by simply using a good search engine because answering the question requires knowledge about the application domain. Thus there is a need to organize knowledge in a different way. We identified 18 non-factoid QAS described in (P15), (P30), (P35), (P36), (P44), (P54), (P55), (P62), (P64), (P69 - P73), (P78), (P111), (P116) and (P123) and noticed a constant increase in the amount of contributions on non-factoid QAS. We can identify this as an increased research interest and future
research trend driven by a need to create intelligent systems that actually “understand” the question.

5.3 Visual QAS

Visual question answering systems (VQAS) are systems that deal with answering questions about an image. The information source is either a hybrid between text and image or entirely image-based. With recent advancement in natural language processing (NLP) and computer vision, visual question answering (VQA) is gaining increased research attention [3] to help solving one of the ultimate goals in computer vision: holistic scene understanding [4]. We identified five systems described in (P34), (P68), (P84), (P87) and (P90), published during 2016 that deal with VQA. The system described in (P68) has both text and image-based information source, while the others are entirely image-based. We consider worth mentioning that this kind of system is not present during the years 2014 and 2015 in the list of publications that we collected. Based on these facts, we can identify this as a research trend, motivated by the need to create intelligent QAS that combine image understanding and natural language interaction.

6 Discussion and Conclusions

In this paper we presented a study on the current research on question answering systems. We can answer RQ1 from three different points of view: domain type, information source type and collaborative aspect. From the domain type point of view, we identified open domain and closed domain QAS. The need for modern systems to be inclusive of all areas of knowledge has made open domain QAS more popular and gain a greater interest from the research community.

From the information source type point of view, we identified structured and unstructured information source, with the latter being more popular. The advent of the semantic web is making possible the semantic decoration of information and the creation of structured KBs. This has transformed the process of answer retrieval into a database query. Furthermore the answer is specific and straight to the point, unlike traditional IR-based QAS that return an answer as part of a text in a natural language document.

From the collaborative aspect, we identified community QAS and non-community QAS, with the latter being more popular. However we noticed that a great amount of research is being done on CQAS and the difference in publications for the two systems is not very big. This reflects the increasing role that social networking and online communities have in the acquisition of knowledge.

As regards RQ2, we can say that most of the research is being done on issues regarding question processing. This is justified by the need to improve natural language processing to understand user questions better in order to provide a more accurate answer and create better systems. We also find worth mentioning that a considerate amount of research is being done on issues involving all the answering
process from information source organization to question analysis and answer generation.

To answer RQ3 we identified three future research trends: multiple KB, non-factoid and visual QAS. These trends are driven by the need to create more robust, flexible, inclusive and intelligent systems towards a complete artificial intelligence.
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Abstract. Automated planning is being used in various domains for generating processes that require to bridge a current and a desired state of affairs. Learning can be seen as a process that guides a learner to bridge her current knowledge and skills to some desired ones. The main issue is to select the most appropriate learning resources to include in a personalised learning path. This becomes even more challenging in Cloud e-Learning, where the resources can be anything that is stored in the Cloud. This paper gives an overview of the fundamental concepts of planning as a key area of artificial intelligence and furthermore it explores existing planners and algorithms used for different purposes. Automated planning is introduced as the final process of Cloud e-Learning. A practical example is presented to demonstrate suitability of planning to the generation of personalised learning paths.

1 Introduction

Given an initial and a desired state of a world, planning is the process of generating a sequence of actions in partial or complete order so that, if these actions are performed one can reach the desired goal. In Artificial Intelligence the planning process can be fully automated in a variety of ways depending on the nature of the problem as well as the constraints imposed for the final solution (plan).

Learning can be viewed as a planning process. The learner is at some initial state with skills and knowledge already acquired through previous experience and would like to change (learn) to a new desired state which will contain more skills and knowledge. The process of assembling learning material to form a, so called, learning path is equivalent to a planning.

Cloud e-Learning (CeL) is a new paradigm for e-learning[1, 2] in which learners are presented with an automatically generated learning path that utilize any suitable sources from the cloud. CeL is considered as an advancement of e-Learning and aims to provide personalised services that will increase interaction between users by sharing a pool of experiences and knowledge available in cloud and suggest structured courses that match learners preferences and knowledge.
level. The knowledge available on the cloud comprise different sources for CeL. In CeL, we consider that everything stored in the cloud can be potentially used for learning. The goal is to automatically put together such learning objects in a sequence (CeL path) that reasonably meets the profile and desires of the learner.

The aim of this paper is to review automated planning, formulate the generation of a learning path in CeL as a planning process and propose what type of process is the most appropriate to generate a personalised learning path in CeL.

The remainder of this paper is structured as follows: Section 1 introduce the paper. Section 2 covers the planning and the terminology used throughout the paper. Section 3, treats the Learning as a planning process, whereas section 4, gives a concrete examples of planning in CeL. And finally, concluding the paper.

2 Planning

In our everyday life, the usual tasks are accomplished intuitively as an automatic reaction without having to plan in advance anything. With the increasing complexity of tasks, there is a need to plan, and even in some complex cases, there is a need to plan different alternatives in order to achieve certain goals. Planning is an important component of rational behaviour[3] and could be defined as the task to design the behaviour of entities that act individually either on their own or as part of a group of activities [4]. The purpose of Planning as a subfield of AI is to cover the computational aspect of intelligence rather than just performing a plan as a set of activities for providing a solution to particular problems. A Plan is defined as a sequence or parallelization of activities or actions, which aim is to achieve specified goals and satisfies the domain constraints based on some initial state given a priori. Often, the problems are described using conceptual models, which are used to describe the elements of problems, through explanation of basic concepts, analysis of the requirements and representation of them.

2.1 Planning Formal definition

A planning domain and problem is usually modeled through representation languages, such as STRIPS, ADL, PDDL. In principle, in order to generate a plan using classical planner, three components must be defined: the description of the system, the initial state and the objectives (the goals). Formally, a planning problem is a tuple:

\[ P = (S, A, E, \gamma, s_0, g) \]  

where

- \( S \) is defined as the set of states;
- \( A \) is the set of actions which are going to be performed in order to achieve the stated goal;
- \( E \) is a set of events;
### Table 1. Taxonomy of Domains for Planning

<table>
<thead>
<tr>
<th>Planning Domain</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path and Motional</td>
<td>Commonly used to find a path for a robot or agent, from the initial state to the defined goal. The algorithms are used in different fields, starting from bioinformatics, animation of characters, industrial automation, robot navigation etc.</td>
</tr>
<tr>
<td>Perception</td>
<td>Concerned to process the current state of environment, by gathering the information through sensors. It relies in decision theory of problem, when, which and how the information are needed. For example, the perception planner is required when modeling a complex environment from set of images.</td>
</tr>
<tr>
<td>Information gathering</td>
<td>A form of perception is assembled while querying the system instead of sensing</td>
</tr>
<tr>
<td>Communication</td>
<td>Outflow in dialog between various agents in order to justify when and how to query required information and which feedback to provide in the meantime</td>
</tr>
<tr>
<td>Navigation</td>
<td>Combines the path and perception planning in order to explore the environment. For example following a particular road by processing and avoiding the obstacles as component of the particular road</td>
</tr>
</tbody>
</table>

- $\gamma$ is the state transition function denoted as $\gamma: S \times A \times E \rightarrow 2^S$;
- $s_0$ is the initial state;
- $g$ is the set of goal states.

### 2.2 Types of Planners

Planners involve the representation of actions executed by intelligent agents. Since there are various types of actions, we have different types of planners which are applied for various tasks, such as: path and motional planning, process planning, perception planning, navigation planning, etc., each of them described in table 1.

In the other side, there are different approaches on planning, there could be domain specific/depended planning or domain independent planning, online or offline planning, classical or temporal planning, linear or non-linear planning respectively. The domain specific planners are specified precisely for particular problems and their drawback is that each planning problem is tightly connected with the domain problem. Whereas, domain independent relies in an abstract model, starting from the simplest model of action which allows a limited reasonable action to those advanced models with more complex capabilities [3]. Meanwhile, a partial-order plan or non-linear planner starts the initial state with a partial plan and continues to refine the plan until the goal state is achieved. The actions within partial-order plan are unordered, except those necessary, whereas, the total-ordered plan or linear planner generates a sequence of totally ordered
Table 2. Taxonomy of Techniques for Planning

<table>
<thead>
<tr>
<th>Planning Technique</th>
<th>Description</th>
<th>Planners</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total order</td>
<td>The total order technique or linear planning specify the exact ordering of the actions within the plan, Example in state-space planning, a totally ordered plan is refined.</td>
<td>SHOP[5], HATP [6]</td>
</tr>
<tr>
<td>Partial ordered</td>
<td>The partial ordering technique or non-linear planning specifies the ordering of the actions only when necessary. Example in plan-space planning, a partial-ordered plan is refined continually until the desired plan could satisfy the state goals.</td>
<td>UC-POP[7], NOAH[8], PL-PLAN[9]</td>
</tr>
<tr>
<td>Heuristic Task Network</td>
<td>HTN Planning approach provides a plan by decomposing the tasks into smaller subtasks by selecting heuristically the best decomposition among the possible ones until reaching the primitive tasks that can be performed directly by planning operators</td>
<td>AltAlt[10], FF[11], GRT[12], LPG[13], VHPOP[14], H2O[15]</td>
</tr>
<tr>
<td>SAT-based and Contingency</td>
<td>SAT as a logic-base approach converts the planning problem into Satisfiability problem and the plan is generated based in the efficient solution of the resulting satisfiability problem. In both techniques the actions are not deterministic, and their effects may or may not be observable.</td>
<td>SATPLAN[16], Madagascar[17], ZANDER[18], BlackBox[19]</td>
</tr>
<tr>
<td>Temporal</td>
<td>The temporal planning differs from the classical planning, cause the action have durations and some of them might be executed concurrently.</td>
<td>LPG-td[20], TALplanner[21], OPTIC[22], CRIKEY[23]</td>
</tr>
<tr>
<td>Case-based</td>
<td>The case based planning approach, adapts (reusing previous plans or partial of plans) previous cases with similar initial and goal state by recalling them from the library and modifying the retrieved solution for new upcoming problems.</td>
<td>CHEF[24], CaPER[25], Prodigy/Analogy[26]</td>
</tr>
</tbody>
</table>

actions, even when steps do not need to be ordered. Based on the algorithms used, each of the planning technique is described in table 2, considering some of the planners used in each of the specified techniques.

2.3 Techniques for Planning

The scenario of classical planning could be defined as a static planning for one scenario, with a known initial state, deterministic actions performed one at a time, and the algorithms used are usually categorized into: state-space planning, plan-space planning [27]. The Plan-Space (PSP) planner differs from the State-Space (SSP) planner not only in search space but also how the problem is solved. For example PSP uses a partial planning with infinite actions that will be refined continually until the final goals are satisfied whereas SSP
uses a finite sequence of actions that is proposed from initial state to final goal. For example, using SSP the node is the initial state and the arc is the transition, whereas using PSP planner, a node is defined as a partially specified plan, and the arc is the refinement operations to further complete the partial plan.

The scenario of neoclassical planning encounters the parallelized activities through graph-based planning and satisfiability algorithms, through AI planning techniques. The neoclassical planners provide an open planning approach while taking in consideration several extension to classical planning, such as time, resources and information gathering action.

The automated planning conceptualized as automated reasoning relies in domain independent and in order to solve a problem, the planners take as input the problem specification and the knowledge about its domain. Based on the forms of reasoning as planning capabilities there are identified: (i) Project planning, (ii) Scheduling and resource allocation and (iii) plan synthesis. Among all, the scheduling and resource allocation include temporal, precedence and resource constraints to be used from each action. A scheduling application takes the action together with resource constraints and optimization criteria as input and returns the temporal organized plan with resource allocation which aims to achieve the defined input criteria. Generally, in automated planning, the Planning and Scheduling are related problems, where the planning deals mainly how to generate a set of actions (the plan) in order to achieve the specified goal, whereas the scheduling is concerned on time and resource allocation for the set of actions defined previously.

During the last decades, there has been done a lot of research toward planning in different domains, by proposing new methods and techniques for improving the planning systems either by introducing new definition languages or by developing algorithms with improvement performances in known and unknown environments. For example, in [28] [29] [30], are developed flexible and distributed planning of multi-agent systems in dynamic environment.

2.4 Representation language PDDL

Planning Domain Definition Language representation language (PDDL) is a standard notation used to encode planning domains. There are different versions of PDDL, mainly supporting different syntactic features such as [31]: conditional effects, basic strips style actions, specification of hierarchical actions etc. The PDDL modeling language is inspired by STRIPS and ADL a previously specification languages for describing the system[32]. PDDL, as a domain definition language is supported by various planners, through which it could define the properties of the domain, the precondition and the actions. Using the defined properties the planner is aiming to generate a plan for achieving the desired goal. PDDL contains requirement clause, such as: typing, strips, fluent etc which could be used further in the function and actions only if they are primarily declared.
3 Learning as a Planning Process

Learning can be defined as a change of state in the learner’s cognitive, psychomotor and affective domains [33]. Learning is based on learning outcomes from the levels Bloom Taxonomy and ways (teaching and assessment methods) to accomplish them. Therefore, the learners are confronted with a series of learning materials, which we call Learning Objects (LOs), such as texts, videos, assignments, exams etc. that they have to achieve in order to meet the learning outcomes. These form a learning path which can be seen as a solution to a planning problem. One could define learning as a planning process as follows:

\[ \text{Learning} = (S_l, A_l, \gamma_l, s_{0l}, g_l) \]  

where:

- \( S_l \) is the set of all possible states that characterise a learner;
- \( A_l \) is the set of all LOs;
- \( \gamma_l \) a set of transitions which change the state of a learner;
- \( s_{0l} \) is the initial state of the learner;
- \( g_l \) is the set of learning outcomes to achieve.

Lately, the automated planning has been also proposed to be integrated in learning domain through learning activities, for being able to develop various learning designs. Garrido et al. (2014) proposed a three level approached procedure to generate learning designs using domain independent planners. The learning activities represented by XML schema are translated through metadata in automated planning, where (i) the course definition is presented as planning domain, (ii) the students learning information as a planning problem of that domain and (iii) the learning design as a plan generated by a domain independent planner. Each of LOs within the planning domain is presented as one or more planning actions, its dependencies relations as preconditions and its outcomes as effects [34]. R-Moreno et al. [35] presented CAMOU as a tool to facilitate the learning and acquire knowledge through interaction between students and teachers and also to help the latter to design courses through IPSS, an integrated automated reasoning system in CAMOU which uses planning and scheduling modules as main reasoning module. In [36], a way how to personalise an e-learning path is presented, based on case-based planning (CBP). Case-based planning is used for definition, memorization, retrieval and adaptation of learning routes. In order to provide solutions to a particular planning problem with respect to CBP, these steps are followed: (i) to retrieve plan that is stored in memory, (ii) to repair the actual plan if any discrepancies are faced, (iii) to test and revise the tested plan, and finally (iv) to store as a new case in the library of case bases. The previous CPB generated plans are stored as cases and can be reused to solve similar planning problems in the future. The best stored learning routes for each students profile and course objective could be reused further, so the system does not have to create a plan from scratch. When discrepancies are
detected, the learning route is readapted and improved to meet new objectives, and finally a new learning route is stored further. This proposal as explained contributes on translating the e-learning template into PDDL (Planning description definition language) durative actions and CBP repository contained personalised learning information based on case-based planner. This LOs repository is modified by teachers, and the final approach is tested as an added value in open elearning platforms, such as Moodle and ILIAS. In [37], a system called PASER (Planner for Automatic Synthesis of Educational Resources) is proposed which deals with a larger problem such as synthesizing curricula using planning and machine learning techniques rather than dealing only with courses. The system is very general and it aims to use an automated planner, given the initial state, the available actions and the goals, which then resulted in producing an entire curriculum.

4 Planning in CeL

4.1 A brief Overview of CeL

CeL as a new paradigm of e-Learning, aims to provide personalised learning paths by sharing a pool of knowledge resources available in the cloud[1, 2].

Fig. 1. The overall view of CeL
Figure 1 presents the big picture of the CeL, including all the processes and technologies used. To provide limited number of learning objects to the planner that matches learners profile and desire, the CeL Recommender System filters the most relevant ones. Details of the various processes involved are presented elsewhere, such as the representation of learning objects and the recommender system.

The automated planning as the final process shown in Figure 2 generates a personalised learning path, considering the background of the learner together with their desire as initial state, and the achieved learning outcomes as the goal state. In a nutshell, the plan defines a sequence of CeLLOs having indented learning outcomes (LeOs) that correspond to what the student knows and what the student achieves respectively. Planning offers alternative learning paths in case that a learner needs to backtrack to a previous point due to failing to meet the indented LeOs.

4.2 CeL as a Planning Problem

Therefore, with the process described above we end up with a pool of suitable CeLLOs that would take part in the planning process. Formally, the Planning in CeL is a tuple:

\[ PCeL = (S_{cel}, A_{cel}, \gamma_{cel}, s_{0cel}, g_{cel}) \] (3)

where:
- \( S_{cel} \) is the set of all possible propositions that describe the user profile, knowledge, skills and desires
- \( A_{cel} \) is the set of all CeLLOs
- \( \gamma_{cel} \) is the state transition function which given a state of a learner and a CeLLO returns a new state which includes new knowledge and skills that the learner has acquired through this CeLLO
- \( s_{0cel} \) is the initial state of the learner
- \( g_{cel} \) is the set of goal states that include the desires in terms of skills and knowledge by the learner.
In the context of CeL, defined in previous papers [1, 2], the planning approach as the final phase, where all recommended CeLLOs, are offered as part of the planning problem and the CeL planner, will try to synthesize the right CeLLOs in the personalised sequence based on learners background and learners interest (Algorithm 1).

Algorithm 1: Invoking Automated Planning in order to generate a personalised learning path

Input: Recommended CeLLOs from the CeL and profile constraints of learner
Output: personalised learning path for the learner

1 if isEmpty(recommendedCeLLOs) then
2 Action 1: Select the potentially relevant existing CeLLOs;
3 Action 2: Insert the selected CeLLO from CeL to the plan;
4 Action 3: Propose the personalised plan to the learner;
5 else
6 reInitiate the CeLRS;
7 end

4.3 Planning in CeL: An example

Here we present an example, in which a learner (learner 1) is interested to learn java so that she can be able to acquire skills at level 4 of the bloom taxonomy, i.e. analysis. The learner profile is listed among other profiles in Table 3.

<table>
<thead>
<tr>
<th>Name</th>
<th>Knows</th>
<th>Type of Learner</th>
<th>Desires to Learn</th>
</tr>
</thead>
<tbody>
<tr>
<td>learner1</td>
<td>maths at level(1) and algo-</td>
<td>visual</td>
<td>java at level(4)</td>
</tr>
<tr>
<td></td>
<td>rithms at level (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>learner2</td>
<td>maths at level(3)</td>
<td>audio</td>
<td>ai at level(4)</td>
</tr>
</tbody>
</table>

Learner1 expresses her desire through an unstructured query. The CeL recommender system filters the number of available CeLLOs which might be relevant to the desire of the learner. Relevance is determined also by the ontology related to the desire, in this case, java is related to variables, control statements of programming languages through the ACM ontology [40]. Some of them are videos, audios, podcast and others texts format types, while some others are self-evaluation tests to assess learner’s progress (Table 4). The CeLLOs that are potentially relevant contain materials about algorithms, java, object oriented programming and maths. In each of the CeLLOs the cognitive level of the contained material is defined (Bloom level), as well as the pre-requisites required
Table 4. Sample CeLLOs in some abstract format

<table>
<thead>
<tr>
<th>Type of Learner</th>
<th>Available Format</th>
<th>Cello ID</th>
<th>Bloom level</th>
<th>Topic</th>
<th>Prerequisites</th>
</tr>
</thead>
<tbody>
<tr>
<td>visual video c1</td>
<td>4</td>
<td>java syntax</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>visual video c2</td>
<td>3</td>
<td>oop</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>visual video c3</td>
<td>3</td>
<td>algorithms</td>
<td>control statements at level(3) and variables at level(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>visual text c4</td>
<td>1</td>
<td>maths</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>visual text c5</td>
<td>3</td>
<td>control statements</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>visual text c6</td>
<td>3</td>
<td>variables</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>audio podcast c7</td>
<td>3</td>
<td>control statements</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>audio podcast c8</td>
<td>3</td>
<td>variables</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>any test t1</td>
<td>4</td>
<td>java syntax</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>any test t2</td>
<td>3</td>
<td>oop</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>any test t3</td>
<td>3</td>
<td>algorithms</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>any test t4</td>
<td>1</td>
<td>maths</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>any test t5</td>
<td>3</td>
<td>control statements</td>
<td>none</td>
<td></td>
<td></td>
</tr>
<tr>
<td>any test t6</td>
<td>3</td>
<td>variables</td>
<td>none</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

in order to be able to deal the material. For example, in order to deal with algorithms one must deal with control statements and variables (CeLLO c3). A simple linear Planner will create a goal state start out of the desires of the learner. The learner’s profile forms the initial state. The plan generated is the learning path which consists of the most appropriate CeLLOs.

In our example the personalised learning path for learner1 based on her profile and her desires is as follows:

1. Watch c2, a video on oop;
2. Take the test t2;
3. Study text c5 on control statements;
4. Take the test t5;
5. Study text c6 on variables;
6. Take the test t6;
7. Watch the video c3 on algorithms;
8. Take the test t3;
9. Watch the video c1 on Java syntax;
10. Take the test t1.

4.4 Discussion

In addition to the previous examples, there might be a need to define the duration of each action (watch, study, take test etc.) that the learner should do. In such case, we should specify the time frames as constraints for the action, precondition and effects. If we consider the same actions with planning and scheduling
techniques, beside the constraints, the action is specified with its resource requirements as well (which might be consumable or reusable resources) and three variables (starting time, ending time and duration).

In CeL, the CeLLOs are treated as reusable resources, which have fixed duration, as shown in figure 3. During learning, the learner may face problems, that is, fail to follow the personalised path for some reason, e.g. fail the assessment test. In such case, the planner should be able to define alternatives learning paths or to re-plan from that point of failure.

5 Conclusion

We have formally defined Cloud e-Learning as a Planning problem with the goal to find a personalised learning path for any learner with a specific profile and particular desires to acquire new knowledge and skills. The validity of the approach was demonstrated through an example. So far, we have managed to implement the problem using linear planning, i.e. STRIPS notation, through PDDL. Future work will include to consider the temporal planning techniques and to investigate more the benefits of Planning and Scheduling techniques, particularly the case of 'job-shop' problem, as a new technology which besides the time constraints deals also with resource constraints, as consumable or borrowable resources.
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Abstract. Gamification of higher education courses is challenging, mostly due to the fact that lecturers have to find new ways of managing and tracking the participants’ progression. Gamification platforms are not that common, especially for educational purposes. As a consequence, lecturers are resorting to custom spreadsheets or standalone software. This paper, investigates common gamification practices in order to identify what higher education lecturers use and need for their gamified courses. Based on our conclusions, we propose a gamification platform that aims to address these needs.
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1 Introduction

Gamification is a very trending topic, finding application in multiple verticals [1, 2]. There is evidence that gamified experiences manage to engage users, they are less boring and more productive [3]. Gamification is known to boost interactions between users and serve as a driving factor for motivation [1, 3]. Verticals that gamification finds an application include Marketing, Management, Product Development and Education [1, 2]. Research [2] suggests that 27% of gamified software targets the education industry, making education the second most popular area in which gamification is applied. This comes down to the ever existing problem of teachers trying to engage and motivate students, which can be addressed through gamification [1]. As defined by Deterding [4], gamification is the use of game design elements in non-game contexts. Teachers use gamification to engage and motivate their students. In order to implement a gamified experience, teachers need to define the projected dynamics and utilise components to gamify an activity.

Dynamics, Mechanics and Components are the key elements to gamification [5] as described by Werbach. Dynamics are the desires of the players, what drives the player to perform certain actions, most often they are linked with human emotions or human nature [5]. Dynamics also include constraints, since not all gamification components will be applicable based on the projected outcome of an activity. Lastly, another part of dynamics is narrative or else the story behind the activity. A mere sample of dynamics could include curiosity, urgency, rarity, social pressure, loss aversion and others. Mechanics, on the other hand, orchestrate the interaction of players with the
game, essentially representing the methods used to gamify the activity [5, 6]. For example, mechanics are controlling how the players progress into a game or how they are rewarded. There are several lists of which elements are included into mechanics [7, 8, 9, 10, 11]. Some of the definitions are mixing core mechanics of a game with realisation examples of these mechanics, also referred to as components, by Werbach. Hence, based on [5], and after analysing [7, 8, 9, 10, 11], it can be concluded that mechanics include the following: (non-exhaustive list) Competition, Achievements, Progression, Scheduling Problems, Discovery, Quests, Leaderboards, Modifiers, Lottery, Trading, Gifting and Ownership.

Academics have pinpointed that gamification can have strong benefits on student motivation [12] and several instructors attempt to gamify courses and measure the outcomes. Gamification, however, requires a system or platform that stores and projects students’ points, badges, leaderboards and other game elements. Based on what teachers have tried [13, 14, 15, 16, 17, 18, 19, 20, 21, 22], it is observed that most of them utilise online spreadsheets or standalone tools in order to gamify a course. One possible reason for this may be that available educational gamification platforms are over-specialised or do not take into account all challenges involved in the process. For instance, a leaderboard can be both a “hall of fame” for students ranking at the top but also a “hall of shame” for students that are not performing well and are ranked at the bottom of the list. In general, a gamification platform should provide the functionality of key dynamics, mechanics and components, enable teachers to easily gamify a course but also address pedagogical challenges.

This paper provides a critical review of how teachers currently attempt to gamify higher education courses, what are the key dynamics, mechanics and components in place and what are the technical and pedagogical challenges involved. Our aim is twofold: to assist teachers in making an informed decision when selecting a gamification platform and second, to make a proposal for a gamification platform that addresses the needs of academics. The rest of the paper is structured as follows. Section 2 discusses gamification elements that are used in higher education. Section 3 evaluates existing platforms and maps teachers’ needs with features offered by these platforms. Section 4 makes a proposal for a gamification platform for education, and finally, section 5 concludes the paper.

2 Gamification Elements Used in Higher Education

Although gamification is not a new concept, when it comes to gamification in education it appears to be a fairly new trend [2, 12]. The education field is trying to grasp the offerings of gamification and apply them in courses [12]. An analysis of the following lecturer stories [13, 14, 15, 16, 17, 18, 19, 20, 21, 22] show that the gamification elements that are most commonly used include experience points, leaderboards, quests, badges, levels and avatars. Less frequently, lecturers also use
branching choices, storylines, knowledge maps, health points, chance, collaboration, unlocking content and statuses. These game elements can be mapped to gamification mechanics. In the following section, a short summary of these mechanics will be discussed along with the dynamics and challenges associated with applying these mechanics to higher education courses.

2.1 Mechanics, Dynamics and Challenges

Achievements: Achievements denote individual accomplishments and they can serve as a way of feedback [8, 9]. Example of achievements based on what lecturers have tried can be badges, levels and statuses. Achievements, primarily aim to motivate students by triggering emotions related with desire, pride, rarity and social status [7, 9]. Most of the achievements fell into the category of extrinsic motivation due to the fact that an individual is being motivated to perform a certain action in order to gain a reward. Research [23] suggests that extrinsic motivation can cause decrease in intrinsic motivation, for individuals that are already intrinsically motivated; because extrinsic motivation puts the focus over the reward instead of the task per se. On that note, there should be plenty of achievements for an individual to gain and they should not be taken back from individuals once awarded. Revoking achievements can demotivate the individual and have negative effects to his progression.

Progression: Progression displays the means under which a ‘user’ progresses through the game. Progression can be realised with several components including levels, experience points, health points, status and knowledge bars [8, 9]. Several progression components, such as levels and points as standalone elements have no real use. Progression is used along with other mechanics, such as leaderboards to elevate certain dynamics, as this of social pressure. An important challenge coming with progression is loss aversion. Loss aversion is defined as the desire of people not to lose over gaining something [24]. Progression should focus on giving and not removing progress from individuals.

Competition: Competition is an aspect of our lives. Examples of competition would include comparing progression, achievements and other student accomplishments with other students. Since the primal concern of a lecturer is to motivate and engage all students, strict competition could prove problematic. Social comparison theory [25], states that individuals compare to one another in order to reduce uncertainty and validate progress. In case that the gap between student groups is big in terms of progression and achievements then students might start feeling bad and lose their motivation and engagement.

Quests: Quests define a specific task that an individual has to process. In the scope of education, quests are primarily related with coursework and other activities that students have to perform in order to be evaluated upon [8, 9]. Quests trigger emotions related with time pressure, urgency, social pressure. Quests should fit the narrative of the story and coordinate with other game mechanics to deliver a solid experience.
Leaderboards: Leaderboards show where a user stands relatively or absolutely to other individuals. Leaderboards provide an extrinsic motivation and social pressure to users [8, 9] and can have either a positive or negative impact on student motivation. Essentially, leaderboards provide fame, virality, social pressure and a display for social status. Leaderboards provide the feedback individuals will use to compete, since they represent a social standing ladder [26]. On that note, if leaderboards are used to display absolute standings then students at the top of the ladder will feel excited, famous and not pressured while students at the bottom will feel as not worthy and pressured. Therefore, leaderboards should not show absolute standings but rather relative. However, showing relative ranking and including summary of points or achievements could also have the same effect. This is because, the students will feel less motivated as the gap between their score increases. Having relative leaderboards without giving metrics from which individuals could be demotivated in the long run is worth investigating. Hence, leaderboards should complement the effort to gamification but should not drive it.

Customisation: Customisation provides the means to individuals to select certain parts of the game. For example, set an avatar, select a custom name or customize quests and journeys [8, 9]. Gamifying an experience should offer some short of customization. For example, allowing users to choose a nickname could remove some of the social pressure they feel, since other students will not know who the individual is. Apart from that, customization could also come in the forms of journeys. If individuals are given the opportunity to choose their path and therefore are interested in the certain direction, this can serve as a sign of intrinsic motivation.

Discovery: Discovery allows an individual to explore the storyline of a gamified experience. It shows the journey of the user for instance, through a knowledge map or an achievements map [8, 9]. Discovery comes with emotions of fun and mystery [7]. It can also add pressure and urgency [9].

3 Comparison of Gamification Platforms

After examining what are the gamification elements that are used more frequently in an educational setting, an evaluation of existing gamification platforms is required in order to identify if and how these platforms satisfy the needs of the academics. To perform this evaluation, an evaluation framework is constructed. The comparison focuses in two main areas. The first area includes key characteristics that the platform should have and the second area includes key components previously identified. More specifically, the following characteristics and components are evaluated.

Gamification platform characteristics include:
- Student accessible, meaning that the platform should be accessible by the student to view performance, rewards, etc.
Open to customization, meaning that the lecturers are able to make changes to the platform in order to easily gamify their content.

Higher education, meaning that the platform is built with Higher education in mind, taking into consideration the needs of Higher education lecturers.

Groups, meaning that the platform provides group assessment functionality.

Gamification platform components include:

- Experience: provides a way to display an user’s score (e.g. experience points)
- Leaderboard: keeps track of the participants’ performance (e.g. scoreboard)
- Quest: offers group or individual assignments for users.
- Levels: provides a way to show how participant make progress.
- Badges: offers some form of virtual rewards (e.g. badges or trophies)
- Profile customization: supports personalization of users’ profile (e.g. avatars, profile pictures, nicknames, etc.)

Five gamification platforms have been identified as the most popular ones used in educational settings. These include Rezzly, bluerabbit, Classcraft, Pagamo and Youtopia.

Rezzly [27] is a gamification platform that is free to use for small scale classrooms. It offers an experience point (XP) based system with multiple ranks, rewards and it is open to customization. Teachers can review submitted quests, reward students with extra awards, badges and achievements. The platform also provides basic communication, topic discussion and announcements features. However, the platforms fall short to meet all of the mapped needs. Although, tutors are able to create groups, group quests are tricky and require some extra effort from the part of the tutor as it is not a main feature of the platform. Classroom statistics can be viewed from all students and this can function as both a hall of fame and a hall of shame. Finally, tutors are unable to award individual XP based on the performance of the student, instead, they will have to reward them with custom badges, achievements, etc.

Bluerabbit [28] is a learning enhancer with gamified elements. It uses an XP based system and it includes virtual currency and achievements. Coursework and group assignments are in the form of quests and missions. However, the platform is limited, providing a fixed leveling system that cannot be modified. It also offers a very basic quest system. The students are rewarded with XP as soon as the quest is completed making the teachers unable to review submissions. If the tutor is not satisfied with the submitted work, he will have to work around the already rewarded quest with tickets and negative achievements.

Classcraft [29] is an online platform highly inspired by Role Playing Games (RPG) with students taking the roles of healers, mages and warriors. Students earn XP and gold by completing quests. They can then spend the rewarded points to learn new powers that they can use during the class. These powers can vary from eating during class, to getting a hint during exams. The powers accessible by the students can be highly customized, unlike game mechanic elements like the XP needed for leveling.
up. Although Classcraft was not created with Higher Education in mind, there have been successful applications of Classcraft in University courses.

Pagamo [30] could be better categorized as a learn-by-gaming education platform, rather than a gamification platform. Teachers can create assignments through missions for their students and review progress. However, the platform fails to provide most of the customization features that lectures need in order to properly transform their content into a gamified curriculum. This is due to the fact that Pagamo offers a virtual world where students hold and expand their land by answering questions that the teacher is providing. It could be used for lower grade students or as a solution for quiz examinations but it fails to deliver key elements and mechanics identified as lecturers needs.

Youtopia [31] is a web platform that allows the lecturers to create virtual challenges and activities that have to be completed by the students. It provides tools for the creation of custom badges and goals that are awarded to the students. Any submitted work can be reviewed before the points are awarded to the students. Unfortunately, the platform is unable to display participant progression other than the total number of points earned. It is worth to mention that the scoreboard was accessible from all uses functioning as both a hall of fame and a hall of shame.

The following two tables provide summaries of the aforementioned platforms characteristics and components.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Student accessible</th>
<th>Open to customization</th>
<th>Higher education</th>
<th>Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rezzly</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>bluerabbit</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Classcraft</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Pagamo</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Youtopia</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 1: Comparison of platform characteristics

<table>
<thead>
<tr>
<th>Platform</th>
<th>Experience</th>
<th>Leaderboard</th>
<th>Quest</th>
<th>Badges</th>
<th>Levels</th>
<th>Avatar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rezzly</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>bluerabbit</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>Classcraft</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Pagamo</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Youtopia</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Comparison of platform components

4 Gamification Platform Proposal
Currently, to the best of our knowledge, there are no platforms that can effectively and efficiently support the most commonly used gamification elements used by instructors. This may very well be one of the reasons why many academics create custom online spreadsheets in order to gamify their courses. Furthermore, the review of the existing gamification platforms reveals that these systems are either too specialized or too complicated or do not provide requested functionality. Our proposal is a highly customizable gamification platform. The goal is to remove gamification from the trenches, where the lecturers need to create custom spreadsheets in order to keep track of the student progress and provide a system that could help them with this task.

This new gamification platform should have a minimum learning curve and should be an easy-to-use system that helps the lecturer with the creation of the gamified course, as well as, the necessary course maintenance and tracking of the progress of the students. It should certainly take into consideration both extrinsic and intrinsic motivation, as well as, the previously analysed mechanics, dynamics and challenges. The proposed platform should include the following gamification elements.

**Progression** could be achieved with the implementation of an experience based system. Progress bars displaying the current state of the students’ progress as well as, the next achievable level that the student can reach. The system should provide a way for the lecturer to customize this progress bars and as discussed in 2.1, progression should be focused on giving and not removing experience points from individuals. For example, the lecturer should be able to specify the levels or ranks available to the students. Their limit (if any) and amount of experience points required to achieve the next rank. This should be fluid rather than a fixed value.

By providing a *leaderboard* that only displays relative standings of the students, the lectures can be sure that their leaderboard is a hall of fame and not a hall of shame for the students that did not perform well. Another valuable solution is the combination of nicknames and hidden score. With the use of nicknames, anonymity is ensured and with the use of hidden scores the participants will not be demotivated by huge score gaps.

**Achievements** can be tackled with the implementation of a reward system. This could include, but not limited to, awards, badges and any kind of unlockable, collectible, visual reward. There is no limit to unlockable achievements and their content. Achievements could be both functional and funny, giving a sense of accomplishment to the participants. Uniqueness is also a valuable characteristic. The platform should provide a way for the lecturers to create their own unlockable achievements that they can award to their students. This should be done automatically, with the completion of a quest as well as, manually by the lectures.

**Quests** should be supported either in the form of personal or group activities since they are a great way to improve engagement. They should be fun to complete and
challenging, in order to keep the participants focused and provide a sense of accomplishment when the quest is completed. The platform should provide the lecturers with tools to create and customize their own quests. Finally, it should provide ways for the lecturers to review submitted quests and reward the participants with the necessary experience points, achievements, etc.

*Group work* is a common method used to improve communication skills, boost engagement, critical thinking and decision making. For that reason, it is essential for the platform to provide an easy way of creating and managing groups and group assignments, making it easier for the lecturer to handle the task.

*Choice.* Allowing the participants to choose their own path is an excellent way to increase intrinsic motivation. This could be achieved by individual or small group quests. The platform should be built with variability in mind, allowing the lecturers to create multiple versions of the same quest with minor changes supporting this functionality.

The platform should be highly customizable. Apart from providing profile customization to the participants, the platform should not focus on a specific need or one way of delivering specific mechanics. Instead, it should provide lecturers with a plethora of available options to choose from in order for them to gamify their existing curriculum without the need of extra content creation. In order to avoid huge configuration overhead, the platform should be pre-configured with some popular options (based on the existing attempts of gamified lectures).

Some key *statistics* should be available to the lecturers, in order to accurately track participant engagement, time spent on subjects, time spent logged into the platform, etc. Only time can tell the information that should be considered relevant and necessary for tracking. Deadlines are the most common form of time management for projects and tasks in general. The platform should provide a way to enforce such forms of time tracking with the form of a deadline implementation, time system, etc. However, the platform should not be limited to one form of time tracking, since there may be a need for a more fluent system that provides multiple solutions to cover more needs. The platform should also be able to keep track of the time needed to perform a task with the form of a timer. An example of such a system being used is the following. A quest designed to be repeatable, giving the opportunity for the participants to fail as many times as needed in order to finally accomplish the task. The lecturer then needs a way to keep track of the time spend per initial submission (failed attempts) and the final submission (successful attempt).

5 Conclusion
This paper presented how the lecturers attempt to gamify education. Experience points, Leaderboard, Quests, Badges, Levels and Avatars are the components primarily used by the lecturers for the gamification of their courses. Achievements, Progression, Competition, Quests, Leaderboards, Customization, Discovery and Collaboration are the underlying mechanics associated with the identified game components. The challenges that lecturers face when applying these game elements is analysed. A brief explanation of those elements is presented to help the reader understand the importance of the correct delivery of the identified mechanics, components and dynamics. An evaluation framework is constructed and a platform comparison based on the identified components and mechanics is conducted. The examined platforms are Rezzly, BLUErabbit, Classcraft, Pagamo and Youtopia. The results of the evaluation showed that, all of the evaluated platforms are implementing an experience based system as well as, quests. Eighty percent of them featured a leaderboard and an achievement system. Only sixty percent of the platforms were providing customization capabilities for the participating, in the form of Avatars, nicknames, or profile pictures. Finally, a platform proposal is presented that can cover most of the needs of lecturers trying to gamify their courses. A discussion of the proposed platform and how it could solve the challenges faced by the lecturers is presented to explore the feasibility of the solution. Future expansions of this platform could support a cross course structure.
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Abstract. Three previously neurofeedback (NF) naive subjects underwent one session of new NF protocol designed for emotional self-regulation training. The continuous recordings of physiological indicators of momentary activation and training performance (EEG band relative powers) were used during the analysis of post-session interviews.

Our focus laid mainly in four areas: in how our subjects perceived control over the training environment, in their expectations towards neurofeedback aroused by the first training experience, in their insights into training mechanisms and in gathering their remarks and observations about the sonic environment fluency and training dynamics of our new protocol in development.

Main objective of this study was to pilot the system of evaluation of a neurofeedback training performance through combination of various sources of data. This paper presents one of possible approaches to application of mixed method methodology to the area of NF training – merging the standard ways of quantitative evaluation of performance (Gruzelier, 2014) with more recent neurophenomenological approach (Bockelman, Reinerman-Jones, Gallagher, 2013).

Keywords: neurofeedback, EEG, self-regulation, mixed-method design, pilot study

1 Introduction

As we worked with a really limited sample size so far, we do not intend to present findings in an usual fashion (giving full account of methodological details, broad description of sample and sampling techniques…). This paper describes first steps on the way to the design of a study that could bring us to the stage of making inferences about neurofeedback assisted training of emotional self-regulation.
This paper starts with description of the theoretical background of our approach to NF. We continue with description of the process of creation of our training protocol, accounting specifications of the sonic training environment we created for providing the feedback, and the hardware and software choices we made on the way. Further on, we describe the process of analysis of both quantitative (QN) and qualitative (QL) data obtained during the training session and subsequent post-session interviews. Following chapters belong to pinpointing of the ways of merging the two sources of data (QN and QL) with a goal of obtaining fuller view on our research problem. At the end, we summarize our partial findings, impressions and scratch the implications for our next research steps.

The main outcome of our study is a proposal of sophisticated mixed method approach to exploration of NF training protocols, centered around the trainee’s feelings and experience.

## 2 Theoretical background

EEG Neurofeedback training (NF) is a term that covers wide area of diverse protocols with distinct aims and targets (Gruzelier, 2014; Micolaud-Franchi et al., 2015), generally designed to help with the control of one’s own momentary emotional and mental states that partially manifest through our brain waves (Knyazev, 2007).

The prevalent quantitative reporting approach in this area has its specific limitations, namely frequent occurrences of studies with very small sample sizes that tend to identify misleading effects or do not achieve any significant findings at all (Micolaud-Franchi et al., 2014). For example, one particular study worked with a sample of 42 probands divided into two experimental groups (treatment and control). With this sample size, there is an 80% chance of detecting effect of 0.9 or larger (Dagenais et al., 2014). It would be almost to bold to expect an effect that large in NF training study, it might be too much even for a common controlled pharmacological study. There are clear, and understandable, reasons causing this repetitive problems of NF experimental studies – to name one, the process of recruiting and maintaining a research sample that could ensure reliable and valid experimental results is of outmost difficulty (Engelbregt et al., 2016). Yet there is no clear reason why researchers in this specific area should adapt this conceptually clearly insufficient approach.

We agree with Micolaud-Franchi (2014) who suggests that the qualitative approach to assessing the NF protocols’ efficacy can in fact bring more accurate and relevant
information about training effects because the information gathered this way is much closer to the actual experience of real trainee in real training situation, therefore possibly more relevant for the neurofeedback practice and research.

3 Developing new neurofeedback protocol

The vast majority of existing neurofeedback protocols focuses on one specific EEG parameter whose psychological correlates are usually more or less well described.\(^1\) Our new NF protocol aims to provide training of willful switching between several different mental states, each specified by activity of a certain brain wave band. Similar approach to NF training was taken for example by Maurizio et al. (2013). Their protocol consisted of interlaid alpha and beta training rounds – during the session, their probands were rewarded for switching their brain wave activity to fit the different requirements of each round.

Our protocol is being designed having in mind the cohort of adults without severe specific neurological or psychical disorders – we expect that the probability to help a motivated adult to better his/her ability of self-regulation of momentary emotional state should be an appropriate job for the neurofeedback training (Schwartz, Stapp and Beauregard, 2004).

The feedback is provided in purely sonic form, as the sense of hearing is supposedly the most convenient one for orientation in multiparameter signal (Hinterberger, 2011). Though the purely sonic training environment is common only for a specific deep relaxation protocols (Gruzelier et al., 2014) we felt a need to further explore the efficacy of sound as a vehicle for the feedback in context of activation and switch-between-states training.

\(^1\) Such a single parameter centered feedback (for example very common training of lower beta activity in sensorimotor cortex) is in most cases being used as a form of complementary therapy for symptoms of specific psychological and neurological disorders (in the case of lower beta training, the target would be the inattentiveness and hyperactivity – the symptoms of ADHD [for more details see Lofthouse et al., 2012]). The theoretical foundation for this use of NF lays in confidence in the fact that distinct EEG bands at distinct locations on cortex correlate with distinct cognitive processes and neurophysiological states (Gruzelier, 2014, Micolaud-Franchi et al., 2015). In fact, there are parallel theories that contest this correlation theory. Using EEG monitoring in NF settings, we can infer only on a presence and timing of a change in activation, the attribution of such a change to correspondent cognitive and emotional processes remains only indirect (Norris, Currieri, 1999).
The structure of the training session

The training protocol consists of nine three-minute-long rounds formed by four different soundscapes. In total, the trainee spends six minutes training the alpha frequency (which occurrence correlates with inhibition of the activity that is domain of the specific area right under the electrode [Knyazev, 2007]), six minutes the lower beta and six minutes training the higher beta activity. Beta band activity at prefrontal region is being associated with various processes that are generally being connected to activation of the observed area of the cortex, for example taking part at control of the motor cortex activity (Picazio et al., 2014) or in the working memory related processes (Hanslmayr, Matuschek and Fellner, 2014).

First three minutes of the session are dedicated to obtaining baseline measurement, following three minutes belong to training of diminishing of the muscle activity that interferes with the accuracy and fluency of the training. Third round belongs to the alpha training, rounds four to seven are dedicated to the beta training, the eights round brings back the alpha training and the last round offers control of all the parameters at once.

<table>
<thead>
<tr>
<th>Round no.</th>
<th>Game parameter</th>
<th>Game name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>none</td>
<td>baseline</td>
</tr>
<tr>
<td>2</td>
<td>EMG</td>
<td>you want no tone</td>
</tr>
<tr>
<td>3</td>
<td>alpha</td>
<td>lower the tone</td>
</tr>
<tr>
<td>4</td>
<td>lower beta</td>
<td>widen the chord</td>
</tr>
<tr>
<td>5</td>
<td>higher beta</td>
<td>make more tones</td>
</tr>
<tr>
<td>6</td>
<td>lower beta</td>
<td>widen the chord</td>
</tr>
<tr>
<td>7</td>
<td>higher beta</td>
<td>make more tones</td>
</tr>
<tr>
<td>8</td>
<td>alpha</td>
<td>lower the tone</td>
</tr>
<tr>
<td>9</td>
<td>all</td>
<td>just play</td>
</tr>
</tbody>
</table>

Hardware choice and electrode positioning

Mindset by Neurosky, having one dry active electrode (Fpz1) and a reference/ground ear clip, was chosen as the EEG acquisition device for purposes of this pilot study (for comparison of the Neurosky headset with other EEG acquisition devices see Maeskaliunas et al., 2016 and Neurosky, 2009). The main advantage of the device is that it is easy to install and run, therefore it has a potential of being used outside of classic NF.
settings. Its use does not require previous extensive experience with EEG acquisition. In combination with NF software such as ours, that enables automatic modification of the threshold of game parameters throughout the session, it forms a NF system convenient for use at a variety of settings and, before all, without need of lengthy learning for the user nor administrator.

**Neurofeedback environment design**

The neurofeedback game was designed using opensource graphical programing platforms OpenVibe and Pure Data. The EEG signal acquisition, the filtering (using Butterworth filter), squaring and time based epoaching (epoch duration 0.5s, epoch overlap 0.1s) were performed at OpenVibe. Three EEG bands and one EMG signal parameters (filtered and averaged) are transmitted online (at the rate 10Hz) via UDP as Open Sound Control messages and are being further processed in Pure data where the following game control parameters are prepared: the relative power of the respective bands (the squared absolute power of the band multiplied by three and divided by the sum of the three remaining band powers; the resulting measure is unit free, it only expresses the ratio of the observed band’s power relative to the rest of monitored electrical activity), the mean power of each band and its standard deviation.

The sonification of the signal is performed in Pure data. Four independent soundscapes were developed, using sound synthesis. Each of the four soundscapes reflect changes in one specific EEG parameter and works as a single round of the neurofeedback session.

**Table 2:** Game parameters overview

<table>
<thead>
<tr>
<th>NF parameter:</th>
<th>sound type:</th>
<th>modification:</th>
<th>range:</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMG 28-32 Hz</td>
<td>deep bass tone</td>
<td>velocity</td>
<td>7 steps</td>
</tr>
<tr>
<td>Alpha 8-12 Hz</td>
<td>sin wave tone</td>
<td>pitch</td>
<td>8 tones</td>
</tr>
<tr>
<td></td>
<td>sound of waves</td>
<td>low pass filter</td>
<td>0 - 10 000 Hz</td>
</tr>
<tr>
<td></td>
<td></td>
<td>velocity</td>
<td>0, 1</td>
</tr>
<tr>
<td>Beta I. 12-16 Hz</td>
<td>chord</td>
<td>number of tones in chord</td>
<td>0 - 7</td>
</tr>
<tr>
<td></td>
<td>beat bursts</td>
<td>velocity</td>
<td>0, 1</td>
</tr>
<tr>
<td></td>
<td>beat burst delay</td>
<td>repetition speed</td>
<td>75, 125, 250 ms</td>
</tr>
<tr>
<td>Beta II. 16 - 20 Hz</td>
<td>arpeggiator</td>
<td>number of tones</td>
<td>0 - 16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low pass filter</td>
<td>0 - 1000 Hz</td>
</tr>
<tr>
<td></td>
<td>arpeggiator, double time</td>
<td>velocity</td>
<td>7 steps</td>
</tr>
</tbody>
</table>
4 Methods

We decided to use a mixed method research approach to uncover the specificities of a newly developed NF protocol.

Three subjects (two male and one female, aged 29, 44 and 73, all Czech residents, two speaking fluent English and one speaking Czech, all of them having a masters degree in fine arts) recruited from authors close surroundings underwent one session of neurofeedback. Sonic feedback reflecting the relative power of specific brainwave bands was provided to the three subjects throughout the 30min session.

Cortex activity (EEG) and muscular tension (EMG) were monitored throughout the session. Mood changes were assessed using the short Self-Assessment Manikin Scale (SAM) (Lang, Bradley, 1994) administered after each training round.

A semi-structured interview was conducted immediately after the session, lasting 22 minutes in average, targeting feelings and thoughts of subjects about the training, their previous experience with neurofeedback and other cognitive enhancement methods and their understanding of and feelings towards computer-assisted training of emotional self-regulation. Thematic analysis (Braun, Clarke, 2006) was performed to identify patterns and themes within collected qualitative data. Simultaneously the subjects’ ability to react to NF training was estimated based on EEG and EMG data acquired during the training session (Engelbregt et al., 2016; Mealla et al., 2014). As a last step of the data analysis, themes identified in the subjects’ statements were related to the subjects’ training performance.

5 EEG band powers and training performance

To assess the effectivity of the training - the ability of subjects to change their brainwave activity in concordance with the demands of presented auditory feedback - the relative powers of the EEG bands used as game parameters at each round were displayed on a line graph. We visually inspected the progression of our subjects during the training session - their ability to accommodate their EEG according the requirements of the game. Due to the size of our sample, no correlation analysis was performed.
The subject no. 1 was able to accommodate his alpha band power level throughout the session. There is an apparent decrease in the alpha relative power after the first alpha training round, accompanying the switch to the beta training for the two following rounds. The alpha power reached the peak value in the 8th round that was dedicated to alpha training again.

The subject no. 2 managed to rise the alpha relative power at first alpha training round. This rise is followed by great depression of the alpha power level for the two subsequent beta training rounds. This rise was not repeated during the next alpha training round (round no. 8), were we can observe a decrease instead.

The subject no. 3 was able to rise the alpha relative power at both alpha training rounds (3 and 8).
Both the lower and the upper beta power range of subject no.1 were changing simultaneously. The rise in the power of both bands for the beta training rounds 4 to 7 indicates ability of our first subject to follow the training requirements, thought it might point out to the fact, that the two parameters were hard to modify independently of one another.²

Both observed beta bands manifested shared variance in our second subject’s training results as well. Slight rise of beta power between first alpha and beta training rounds could indicate ability of the subject to follow the feedback provided by the game parameters.

In our third subject’s results, the two distinct beta bands were changing value independently of one another, on the contrary to the shared behavior of the beta bands that we observed in subjects one and two.

### 6 Training session through the optics of the trainee

The central part of this study consisted in interviewing the subjects and analyzing their statements. The interviews were recorded using Cubase 5 software and the audio files were subsequently edited in the same program - cut into smaller chunks, each of them representing one motive. Recurring motives were coupled on the basis of their thematic

---

² This is in fact quite possible, taking in consideration our choice of electrode placement. The lower beta is usually being trained in the areas of sensorimotor and pre-motor cortices (Egner, Gruzelier, 2004).
similarity. Excerpts of the interviews were transcribed to represent specific thematic categories.

During the thematic analysis, we concentrated on few particular aspects that reflected objectives of this pilot study, with no ambition of providing rich description of the whole dataset. Our approach to analysis therefore could be called “theoretically driven” – we sought mainly for selected themes matching our research objectives (Braun, Clarke, 2006).

We performed mainly the semantic level of the thematic analysis (Braun, Clarke, 2006) - the interpretation of the motives and patterns was performed at a later stage of analysis and in context of the interpreted quantitative data. Below we offer our inferences accompanied by exemplary statements in italics, preceded by numeri identifier of the respondent. The interview with subject no. 1 was held in Czech language, featured samples of the interview were translated by the author of this paper.

**Controlling yourself, controlling the game**

The different rounds of the games (characterized by distinct soundscapes and different demands on trainee’s brainwave activation) “felt” different:

1: **It was more about getting relaxed... The other round was clearly about concentration.**

All the subjects expressed perceived control over the game parameters, to some degree, considering the chaotic nature of the brain waves:

3: **I really felt no mistrust in the game. ... You cannot control things to precision, there will be always some kind of level of fluctuation of things.**

The game elements were helping subjects to get more control over the game:

1: **I focused on pushing the sequence one tone further, I concentrated for a moment and then I heard the new tone appear.**

The control over the game parameters was perceived as capacity that evolves in time, either within the round,

2: **I get the feeling that the beginning of some of the sequences I was managing fine and then I would lose it somehow.**

within the session

2: **The last round I drifted, I was forgetting I was supposed to do these exercises. I wasn’t feeling that I was focusing on the task at hand.**

or even across sessions:

3: **At this (first) session I felt that the game is controlling me more than I control the game.**
Motivation induced by the training experience

All subjects stated that they felt no boredom during the training session and that the training experience was interesting or pleasant. Yet, the NF session alone did not feel like a strong enough motivator for our subjects to feel considerable need for undergoing more NF sessions. According to our subjects, additional motivators should be introduced – as greater variability of the game sound scape,

2: “If I knew what to expect each time and it is a same thing, then I would quickly get bored. ... So, if the next session will be revealing more, and the whole thing would be more like a puzzle game, not puzzle, like, you know, the whole thing is a really big picture of something and at each session you uncover some elements of it and next session brings more, then you listen to some kind of a symphony which you part of, then it would kind of drive you to the next session, or wanting to do better.”

and solid recommendation to train from respected source.

3: “I suppose if I thought that it was going to really help me to concentrate, I might be wanting to do it, but I would have to have definite prove. [If I heard that] this really does help you from a source that I felt was reliable, I might consider it.”

7 Merging the qualitative and the quantitative data

There is of course a multitude of possibilities how to approach the process of joined interpretation of quantitative and qualitative data – for example you can enrich the QN data by QL information gathered in the process of peer-debriefing, or you can create categoric variables based on analysis of the QL data corpus and use this variables for subsequent statistical analysis, as if conducting QN research (for full account see Creswell, Piano Clark, 2007). Importantly, the choice should always depend on project objectives.

Based on our research goals, we decided to evaluate the training efficacy treating both sources of data as equally important. The more subtle issues as the motivation to train, the understanding of provided feedback or the subjective interpretation of the scale used for evaluation of mood changes during the session were approached mainly from the qualitative researcher positions.

Below we present the inferences we made based on joined interpretation of QN and QL data gathered, structured into three thematic sections.

Possibilities of use of the Self-Assessment Manikin Scale

The data acquired from Self-Assessment Manikin Scale were not used for the NF performance analysis, as was originally intended – we performed no statistical operations with the data gathered on Likert scales. Mere visual inspection of scores in SAM
subscales displayed on a line graph reflected no consistent trends – the scores showed no obvious dependence on the context (game round, time of the session...). The reason behind this surfaced during the post-session interviews – the interpretation and understanding of the scale in between subjects varied widely. This fact was most probably caused by the lack of instruction that is recommended for the standardized use of the scale (Lang, Bradley, 1994). The reason for the lack of instructions was the will to influence the subjects as little as possible regarding what they might expect from the training session, as they were to be questioned immediately after its end. As a result, we were able to see insights into how the SAM scale could be used in novel contexts – one of the subjects stated this during the post-session interview, referring to the dominance subscale:

1: “I understood that this scale with body on one end and the head on another stood for the feeling of ‘being in my body’ vs ‘being in my head.’”

Table 5: Self-Assessment Manikin, Dominance scale

The use of the SAM scale in further research could prove beneficial, but with another purpose then was originally intended – as an instrument to approach feelings aroused by the game, as an instrument that could open neurophenomenological discussion.

**Assessing the training efficacy**

The QL and QN data describing the training course proved to be complementary. It turned out to be very beneficial to use both sources of data to evaluate the subjects’ training performances. The subject no.1 who expressed most perceived control over the game environment of all our subjects and who showed strong interest in the NF game during the interview, happened to manifest strong game-dependent changes in his brain wave bands’ powers coherent with the NF protocol. Quantitative and qualitative data confirmed each other’s validity.

The QL data gathered from interviews helped us with the interpretation of discrepancies between expected evolution of the brain waves (e.g. expecting the rise in alpha frequencies, when the positive feedback for this rise is being provided) and the recorded performance. Subjects no.2 and no.3 both mentioned that they experienced feeling of “drifting away” during specific rounds – this knowledge, gathered from
interviews, proved useful to explain the difference of their real performance in the specific rounds and the expected performance that would be congruent with the provided feedback. We would expect that the trainee’s beta band relative power will rise when reward for raising this band power is provided. If we worked only with QN data, the observation of the depression in the band power instead of expected rise could lead us to assumption that provided feedback was not comprehensible enough or that there was some other problem with the NF game environment and feedback provided. The subject statements, indications that during this specific beta training round they just drifted away, puts the QN data (the band power) in new light.

The length of the training session

The subject no.2 stated, that it was difficult for her to maintain her focus on the game all round through, that the rounds were perhaps too long for her. Having this statement on mind we decided to have a closer look on the evolution of her performance during each individual round. During the analysis of her performance in alpha training, we found that the relative power of the training frequency band showed ascending trend (as shown on table 6). Her statement about getting more tired as the round progressed seems not valid for the alpha training.

Table 6: Alpha relative power evolution in both alpha training rounds, subject no. 2

The case is different with the beta training, here her statement sheds a little more light on the performance analysis. The graph line for her lower beta training performance (see
Table 7) displays big ups and downs during the round progression. Her performance had a descending trend. This is especially clear when we compare her performance with the performance of subject no.1 (see table 8), who stated that he felt quite focused and comfortable with the feedback during the lower beta band training.

Table 7.: Lower beta relative power in both lower beta training rounds, subject no.2
Table 8: Lower beta relative power in both lower beta training rounds, subject no.1

8 Discussion and conclusions

The joint interpretation of the physiological data and thematically analyzed interviews proves useful for evaluation of the training session and for gathering feedback on the NF protocol and game environment specificities. This study was performed on a very limited sample, thus we cannot rely on statistical instruments. As it is commonly practiced by neurofeedback trainers or by neurologists interpreting single subject EEG recordings (Faber, 2005), we can visually observe the so called “curve of learning”, as we showed in the chapters 5 and 7 of this paper. Parallelly we can look for indexes of the success analyzing the post-session interviews, for statements like this one, that referred to specific sound parameter controlled by higher beta relative band power:

1: I focused on pushing the sequence one tone further, I concentrated for a moment and then I heard the new tone appeared.

Or this one, referring to the whole soundscape of low beta training round:

1: This one was the most comprehensible, when my attention faded for a moment, I heard the tones disappearing, and, of course, the other way around.

The offered joint picture is much more complete and valid, then a picture drawn based purely on one source of data.

Regarding current methodological design, the SAM scale, as we used it in this study, does not bring comprehensible and consistent inputs as a measure of arousal and mood changes. It seems that it could prove more useful as a tool to gather neurophenomenological insights (administered after each training round and revisited
during post session interview). We decided to add another physiological measure of arousal instead for our future studies (heart rate variability and skin conductance measures may prove enriching as alternative measures of training effect).

As it is shown it the chapters 5 to 7 of this paper, we were able to collect inspirational insights to the game mechanisms. Based on the suggestions of the trainees, we got to several decisions about possible changes in the game design that need to be made before we proceed further with our next study: 1. adding more game elements for each parameter (current number is three elements for one training round directed by one EEG parameter); 2. making the resulting soundscape more personalized (by adding custom-tailored sounds that will take a different shape for every individual trainee at each session). Both mentioned points should help increasing the level of motivation to play the game, the level of intrinsic motivation to train.

Perhaps most importantly, in order to get complex and solid information about the training protocol, the number of sessions for each trainee must be increased. Although we collected some information about the training efficacy and the feelings that it induces in trainees, some of the subjects’ statements can be proven true only with time, with their increasing experience with the training protocol – hence the section “Motivation induced by the training experience” in chapter 6 of this paper. One statement almost emblematically reflects the need of more time spent with the game for trainees to form deeper personal attitudes towards neurofeedback. The quoted sentence is a subject’s response to my question if he thinks that he learned anything during the training session:

2: Honestly, I do not really know, at least not now...

Conceptually, we took the positions of pragmatic approach to the research – making the research problem a keystone of all our methodological choices (Creswell, Piano Clark, 2007). We did not have preconceptions about the form of research (experiment, case study…) prior to the formulation of our research problem – the creation of purely sonic NF environment to train emotional self-regulation. Our research of this topic – this study is a first step of the ladder – will remain to have mainly exploratory character. At the end, after a similar study on considerably bigger sample is performed, we should be able to describe how the new NF protocol and training environment work, what potential uses it has and what are the psychological and technical circumstances that make the effectivity of the training more probable.
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Abstract. There is an ongoing debate regarding the role of bilingualism in non-linguistic executive functions. Researchers have suggested that the ability to speak more than one language comes with significant cognitive benefits, particularly in the executive control system. However, some newer studies have failed to document a bilingual cognitive advantage, thus questioning the robustness of earlier research. Given this inconsistency in overall findings, it can be assumed that, if there is a bilingual cognitive advantage, it is evident in specific tasks, at specific points in life, and within specific samples. The aim of the current project is to explore the interrelationship between these age-, task- and participant-related variables, as well as their individual influences, on executive control functions. Primary focus will be placed on addressing the limitations of past research, thus increasing control over a variety of confounding variables, both related to bilingualism (e.g. language pairs spoken, similarity between the languages, language switching experience) and independent of it (e.g. SES, culture, parenting style), as well as over important characteristics of the recruited sample. A more objective and in-depth measure of bilingualism, and all of its component features, will be used as well. Additionally, data collection will be conducted in new geographical locations, and will focus on participants who speak language pairs that have not been investigated so far. It is expected that the findings of this project will bring us a step closer to answering the questions about the bilingual cognitive advantage, and the specific circumstances under which it might occur.
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1 Introduction

Executive functions (EF) refer to a set of cognitive skills that are responsible for complex processes, such as working memory, inhibitory control, and attention shifting and flexibility (Miyake & Friedman, 2012). These cognitive processes are essential in the
context of novel problem solving, and goal-directed behaviour (Elliot, 2003). In addition, EF plays a crucial role in behavioral self-regulation (Hughes & Ensor, 2007), as well as in academic achievement (Best, Miller & Naglieri, 2011; Bull, Espy & Wiebe, 2008), which is in turn highly predictive of long-term health and well being (Duncan, Ziol-Guest & Kalil, 2010). EF develops gradually, changes during the course of a person’s life, and can be improved or impaired by a range of different factors and experiences. Given this important role of EF in the academic environment, and in overall health and well-being, it is of central importance to identify as many factors as possible that have a significant impact on these complex cognitive skills.

In this regard, previous studies have found that early developmental experiences, such as living in poverty and experiencing high levels of childhood stress, can have a detrimental effect on EF skills (Raver, Blair & Willoughby, 2013). Early parenting behaviour is also related to EF, with the negative dimensions of parenting (e.g. intrusive) being harmful to children’s capacity for self-regulation (Gunnar & Donzella, 2002). Furthermore, research suggests that socioeconomic status (SES) is also strongly associated with EF performance. Studies have shown that SES is linked with the development of working memory, inhibitory control and cognitive flexibility, all of which are hallmarks of EF (Sarsour et al., 2011). Specifically, individuals of low SES tend to have poorer EF performance, as compared to their high-SES counterparts, a finding that has been supported across different measures of both SES and EF (Blair et al., 2011; Wiebe et al., 2011), as well as in different age ranges (Lipina, Martelli, Vuelta & Colombo, 2005). Therefore, depending on the level of SES (high vs. low), it can either hinder or promote EF development. Finally, both neuropsychological and brain imaging studies suggest that regular alcohol and cannabis use are two factors that can have a negative impact on several cognitive abilities, as exhibited by deficits in attention, memory and EF (Lundqvist, 2005).

Opposed to this, several other factors have been found to improve EF skills. As previously mentioned, parenting plays an important role in children’s cognitive development, at both functional and neural levels (Bernier, Carlson & Whipple, 2010). Whereas the negative dimensions of early parenting have a detrimental effect on EF, positive parenting behaviours (e.g. maternal sensitivity, scaffolding) have been associated with improvements in children’s self-regulatory abilities, which are central to EF (Gunnar & Donzella, 2002). Moreover, studies have found that acute and chronic physical exercise also has the capacity to improve EF performance. A recent meta-analysis reported a moderate positive effect size of physical activity on EF, particularly on inhibition/interference control (Verburg, Königs, Scherder & Oosterlaan, 2014). Another factor believed to promote EF, which will be the primary focus of the current project, is bilingualism. Indeed, a large number of studies have reported that the ability to speak more than one language is accompanied by significant cognitive benefits, mainly manifested as enhancements in EF (Bialystok, Barac, Blaye, & Poulain-Dubois, 2010; Bialystok & Viswanathan, 2009). However, several more recent studies have failed to document such a bilingual cognitive advantage (Paap & Greenberg, 2013; Paap & Sawi, 2014). To this day the overall findings are rather inconsistent, thus illustrating an
important need for further research in this area.

2 The Relationship Between Bilingualism and Executive Function

There is an ongoing debate regarding the potential benefits in EF among bilingual individuals, as compared to their monolingual counterparts. The reasoning behind a possible bilingual cognitive advantage is that the repeated use of two lexical systems calls for a sophisticated mechanism of control, which has to constantly disregard the non-target language and focus on the target language instead (Emmorey, Luk, Pyers, & Bialystok, 2008). Additionally, depending on the social context, different lexical systems are considered as being the target, thus requiring bilinguals to regularly shift their attention back-and-forth between the two languages as a function of the social environment (Bialystok, 2001). Therefore, it is proposed that the skills needed for this type of complex cognitive management of two lexical systems are extended into improvements of a more general neural mechanism, which is the executive control system (EF) (Fan, Flombaum, McCandliss, Thomas, & Posner, 2003). Studies that employ neuroimaging techniques have supported this claim, demonstrating that the same brain regions, specifically the dorsolateral prefrontal and anterior cingulate cortices, are activated during tasks that require both verbal and non-verbal attentional and inhibitory control (Emmorey et al., 2008).

To test this theory, there have been a large number of studies examining bilinguals’ and monolinguals’ cognitive abilities across a range of different tasks, and among different age groups. For example, Bialystok and colleagues (2004) found significant differences in the size of the Simon effect between monolingual and bilingual adults. In the Simon task, participants are presented with different stimuli on either the left or the right side of the computer screen, and they are required to press a button (on the left or the right side of the keyboard) according to the type of stimuli presented. “Incongruent” trials are ones where the stimulus and the correct response button lie on opposite sides, whereas in “congruent” trials the stimuli and the correct response button are on the same side. The Simon effect refers to the slower response times typically observed in “incongruent” trials, as opposed to “congruent” trials (Simon, 1990). In their study, Bialystok et al. (2004) found that bilingual adults had faster response times in “incongruent” trials, as compared to their monolingual peers, suggesting they were significantly better at inhibiting distracting stimuli, and focusing on task-relevant information instead. Similar findings were documented among monolingual and bilingual adults in the Stroop task (Bialystok, Craik, & Luk, 2008). In this task, participants are presented with a color-word written in a color either matching the actual word (e.g. the word “Red” written in red font), or in a color different from the actual word (e.g. the word “Red” written in green font). The participants are asked to state the color of the font in which the word is written, rather than to read the word. The Stroop effect refers to the finding that participants tend to take longer to respond to the mismatched trials, as opposed to the trials where the word and the font are the same (Bench, 1993). Bialystok and colleagues (2008) documented
that both younger and older bilingual adults had a smaller Stroop effect, and therefore took less time to respond to the mismatched trials, as compared to their monolingual counterparts. A similar cognitive advantage in EF was reported in a group of 6-year-old bilingual and monolingual children (Barac & Bialystok, 2012). The researchers found that bilingual children outperformed monolingual children on a switching task (i.e. the color-shape switching task), as measured by significantly smaller global switch costs. In this task, children are presented with two target cards that differ along two characteristics. For example, one card would be a red house and another card would be a blue cat, therefore differing in both shape and color. The children are then presented with a third card, which matches the two target cards along one of the characteristics (i.e. either shape or color), and are asked to sort it along one of the two characteristics at first, and then to switch and start sorting along the other characteristic (Zelazo, 2006). In their study, bilingual children performed significantly better when they had to switch from sorting by color to sorting by shape (Barac & Bialystok, 2012). Moreover, this advantage in task-switching was independent of factors such as culture, language similarity and language of education, suggesting that bilingualism was on its own accountable for the children’s improved EF performance.

Furthermore, there is evidence to suggest that bilingualism could help impede age-related cognitive decline as well. Several studies have reported a strong relationship between bilingualism and improved cognitive skills among older adult populations. For example, Gold et al. (2013) found that older adult bilinguals significantly outperformed monolinguals on cognitive switching tasks. Another study found that bilingual patients diagnosed with dementia showed signs of cognitive decline between 3 to 4 years later, as compared to monolingual patients (Bialystok, Craik, & Freedman, 2007). The authors documented similar results in a more recent study that focused on individuals diagnosed with Alzheimer’s disease (AD), where bilingual patients expressed symptoms of AD 4 to 5 years later, as compared to monolingual patients (Craik, Bialystok, & Freedman, 2010). Researchers have attributed this bilingual advantage in age-related cognitive decline to cognitive reserve. The cognitive reserve hypothesis asserts that individual differences in task processing create different levels of reserve against brain pathology (Stern, 2009). These individual differences can include factors such as intelligence, education, occupation, and also bilingualism (Tucker & Stern, 2011). Importantly, cognitive reserve is not related to specific conditions, but rather serves a more general protective function. Therefore, the benefits of enhanced cognitive reserve are evident in both healthy ageing, and in a variety of neurodegenerative conditions.

Despite the substantial amount of evidence in favor of a bilingual cognitive advantage, more recent studies have been unable to replicate these findings, therefore challenging the robustness of the reported bilingual advantage in EF. Some researchers have put into question the source of the advantage, whereas others have emphasized the need for more control over potential confounding variables, as well as over important characteristics of the recruited samples (Namazi & Thordardottir, 2010; Yow & Li, 2015). For example, Dunabeitia and colleagues (2014) reported that bilingual children did not outperform their monolingual peers in either the classical Stroop task, or the Numerical
Stroop task. Given that the recruited participants were very carefully matched for background factors, such as age and SES, the researchers concluded that the bilingual cognitive advantage was not present among their group of participants. In line with this, Morton and Harper (2007) found no significant differences in the Simon effect, as a function of the number of languages spoken. However, they did report a positive correlation between the participants’ SES and their performance on the task, suggesting that it might be SES, rather than bilingualism, responsible for the variations in EF performance. In another study, Yang and Lust (2004) failed to document a cognitive advantage among 4-year-old bilingual and monolingual children in a Dimensional Change Card Sort task (i.e. a switching task), which aims to measure cognitive flexibility. Notably, they controlled for the children’s native language (L1), in contrast to the majority of other studies that recruit participants from a variety of linguistic backgrounds and degrees of language proficiency. Indeed, a large number of studies that have reported a bilingual cognitive advantage in EF recruited bilingual participants who speak a variety of different language pairs, and come from different L1 and cultural backgrounds. Controlling for these variables is of central importance, because differences in the participants’ linguistic and cultural backgrounds have been found to significantly affect cognitive development (Lewis et al., 2009). For example, it has been reported that children who learn Korean and Chinese tend to outperform children who learn Spanish on tests that measure EF performance, independently of linguality status (i.e. both bilinguals and monolinguals) (Yang & Lust, 2007). In addition, a recent systematic review reported considerable variations in EF performance across different geographical locations, as well as different language groups (Adesope, Lavin, Thompson, & Ungerleider, 2010). With this in mind, it should be of key importance for future studies to take into account participant’s cultural and linguistic backgrounds, as well as overall language proficiency, when examining differences in EF ability.

Furthermore, findings regarding the effect of bilingualism on age-related cognitive decline have been rather inconsistent as well (Lawton et al., 2015, Zahodne et al., 2014). For instance, a study with Japanese-American men did not document a significant relationship between cognitive decline and the use of both spoken and written Japanese (Crane et al., 2010). Another study found no positive effects of bilingualism on symptoms of dementia (Crane et al., 2009). Hence, there is some evidence to suggest that bilingualism is in fact not related to cognitive reserve, and therefore has no protective role against cognitive decline. Researchers have tried to explain these insignificant findings mainly through analyzing study limitations. Most of the limitations emphasized the effect of confounding variables that were not controlled for, as well as the problem of objectively assessing and categorizing bilinguals, since proficiency and exposure to a second language are typically measured via self-report questionnaires. Therefore, it is also proposed for future studies to employ a more systematic index of bilingualism.

Lastly, as it was mentioned earlier, some researchers have questioned the source of the bilingual cognitive advantage. In line with the theory that switching between two lexical systems is what favors EF, Verreyt and colleagues (2016) argued that the everyday experience bilinguals have in language switching is the actual reason behind the cognitive
advantage, rather than the mere ability to speak two languages. Specifically, they suggested that the bilingual advantage would be most evident in bilinguals who show comparably high activation in both lexical systems at the same time, within the same contexts, and even within the same conversations/sentences. In contrast, bilinguals of equal language proficiency, who use different languages in different contexts, would be less likely to benefit from their bilingual ability, since they do not have the opportunity to switch between the two lexical systems as often (Verreyt et al., 2016). To test this hypothesis, the researchers compared EF performance of (1) Unbalanced (dominant) bilinguals, (2) Balanced non-switching, and (3) Balanced switching bilinguals. Balanced bilinguals are individuals who are equally proficient in both languages, whereas unbalanced (dominant) bilinguals are more proficient in one of the two languages they speak (Butler & Hakuta, 2004). Their findings illustrated that the group of balanced switching bilinguals had significantly better EF performance, as compared to both other bilingual groups. In turn, there was no significant difference in EF performance between the unbalanced and balanced non-switching bilingual groups. Overall, in their study second language proficiency (i.e. being balanced or dominant) played a significantly smaller role in EF performance, suggesting once again that it might be actual language switching experience that underlies the bilingual cognitive advantage.

Taken together, the overall findings in this area suggest that, if a bilingual cognitive advantage does indeed exist, it does so in specific tasks, at specific points in life, and within specific samples. Therefore, the general aim of the current project is to examine the interrelationship between all of these variables, as well as their individual contribution, in the context of a bilingual cognitive advantage. Considering that participants in this type of research cannot be randomly assigned to the study groups, and that there is a vast array of factors that can affect EF both independently (e.g. parenting style, cultural background, SES, physical activity, substance use), and within the bilingualism variable (e.g. balanced vs. dominant, language pairs spoken, similarity between the languages, language proficiency, age of L2 acquisition, language switching experience), the present study will also aim to increase control over any potential confounding variables, as well as over relevant characteristics of the recruited sample.

3 Need for Study

Understanding the cognitive correlates of bilingualism has significant practical implications, one of which is in the context of education. “How best to educate children who are being taught in a non-native language?” “Is bilingual education effective?” – these have been questions of key importance and debate for years (Cummins & Swain, 2014). Thus, additional research on the cognitive benefits of bilingualism would further inform policy-makers, and would help instructors make the most out of the teaching experience, for both themselves and the bilingual learner (Adesope, Lavin, Thompson, & Ungerleider, 2010). As for age-related cognitive decline, the importance of bilingualism could be discussed in terms of managing ill health. As stated above, speaking two
languages could potentially delay and lessen the symptoms of dementia. Hence, it is reasonable to assume that, if applied early in the treatment plan, learning and using a second language could help manage symptoms of several neurodegenerative conditions, such as Alzheimer's and Parkinson's disease. Additionally, if bilingualism does indeed have the capacity to improve EF, it could also be effective in reducing symptoms of ADHD. Since individuals diagnosed with ADHD tend to have difficulties in EF skills, the advantages of bilingualism could counterbalance the cognitive deficits associated with this condition (Mor, Yitzhaki-Amsalem, & Prior, 2015). Therefore, there are significant practical implications in the context of education, health practice and treatment.

4 Aims and Objectives

As mentioned earlier, the role of bilingualism in both EF and age-related cognitive decline is still rather ambiguous, and further research is undeniably needed in order to obtain a clearer picture. With this in mind, the general aims of the current project are as follows:

1. To add to the existing knowledge on the subject of bilingual advantage in EF.

2. To add to the existing knowledge on the effects of bilingualism on age-related cognitive decline, focusing on both healthy cognitive aging, and on certain neurodegenerative conditions.

In order to address the key limitations of previous research, the design of the current project will give high importance to 1) Controlling for potential confounding variables, 2) Controlling for important sample characteristics, and 3) Using more accurate measures of bilingualism and/or language switching experience. In addition, data collection will be conducted in new geographical locations, and will focus on recruiting participants who speak language pairs that have not been thoroughly examined so far. These are discussed in more detail below.

5 Proposed Methodology

Previous research on the bilingual cognitive advantage placed primary focus on examining between-group differences, whereas studies that make within-group comparisons are rather limited (Morton & Harper, 2007). Based on the aims of the current project, it is suggested that both between-group and within-group differences should be analyzed. This approach is expected to (1) Increase control over confounding variables, and (2) Help identify potentially important characteristics/factors within the bilingual sample. This kind of design will provide a more accurate and in-depth depiction of the bilingual advantage in EF, and will also bring us a step closer to determining the actual source of the advantage.
Another suggestion is to use the number and usage of translation equivalents (TEs) as an additional, more objective, measure of bilingualism. TEs refer to the different lexical representations an individual has for the same concept in each language (e.g. *dog* and *chien*) (Crivello et al., 2016). The acquisition of TEs allows the bilingual speaker to gain more practice in shifting between two languages, thus increasing selective attention and inhibition skills. However, the mere number of TEs does not necessarily indicate how often a bilingual speaker switches between the two languages in everyday life, which could be a key determinant of the bilingual cognitive advantage (Crivello et al., 2016). Hence, this project will take into account both the number and the usage of TEs as a measure of one’s degree of bilingualism, as well as a detailed self-report measure of daily language switching experience (i.e. within conversations/sentences as well).

Between-group comparisons will aim to examine the differences between monolinguals and bilinguals on several EF tasks, with a primary emphasis on controlling for confounding variables. Within-group comparisons will focus on the bilingual group only, where the main objective will be to examine whether a higher degree of bilingualism (e.g. higher number and usage of TEs) and language switching experience predict better EF performance. This kind of design will be used when addressing both aims of the project, in order to obtain a clearer picture of the role of bilingualism, and all of its relevant features, in EF. Finally, given the aims of the current project, primary emphasis will be placed on including and assessing as many factors generally related to EF (e.g. parenting style, cultural background, SES, physical activity, substance use), as well as relevant features of bilingualism specifically (e.g. balanced vs. dominant, language pairs spoken, similarity between the languages, language proficiency, age of L2 acquisition, language switching experience). However, exact participant selection criteria, specific study measures and data analysis methods will be informed by a thorough literature review, which will include a systematic analysis of relevant peer-reviewed literature.

The project will seek ethical approval from the Department Ethics Committee, and will pay appropriate attention to ensuring that all participants are provided with full information and the opportunity to give considered consent. In order to maintain anonymity and confidentiality, participants will not be named in the subsequent write-ups and materials submitted for publication.

### 6 Conclusions

In conclusion, given the ongoing inconsistencies in reported findings, it is expected that the current project will fill an important gap in our understanding of the bilingual cognitive advantage. This project will provide a more extensive and in-depth view of the effects of bilingualism on EF for several reasons. First, bilingualism will be examined as a continuous variable with many different facets, rather than an all-or-nothing discrete variable. Combined with using more objective measures, it is believed that this kind of approach will result in a clearer picture of the role of bilingualism, and all of its component features, in cognitive functioning. Second, the project will put high emphasis
on controlling for potential confounding variables, which is one of the key limitations of previous research. Therefore, maximum attention will be paid to assessing as many factors relevant to EF as possible, in order to be able to control for them in subsequent data analysis. Third, control over the recruitment process will also be increased, in order to obtain a sample of participants that are very well matched on all characteristics that could interfere with the results of the study. Lastly, the project will be conducted in new geographical locations, and will focus on language pairs that have not been extensively studied so far, thus being an important addition to the overall research in this area. With all of this in mind, it is expected that the current project will bring us a step closer to answering the questions surrounding the bilingual cognitive advantage, and the specific circumstances under which it might exist.
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Abstract. Studies examining the effects of using two languages on a daily basis have been focused in linguistic development as well as in non-verbal cognitive development. As with regard to non-verbal cognitive development those using two languages have shown to outperform monolinguals in relation to executive control tasks. These results were found in children as well as in adults. Bilingual children have shown not only to outperform monolingual children in executive function tasks but also they have shown to have a greater understanding of mind, thus score higher in Theory of mind (ToM) tasks. The present study aims on investigating if this advantage continues into adulthood. The study will employ a random sample matched-pairs design and will assess the participants in several variables (non-verbal intelligence, cognitive ability, vocabulary ability and theory of mind). The participants (aged 21-25) will be of four groups: Albanian-Greek bilinguals, Greek-Albanian bilinguals, Albanian monolinguals and Greek monolinguals. Measures will include RAVENS test for non-verbal intelligence, DVK (Depth of vocabulary knowledge) for vocabulary ability; Stroop task for cognitive ability; and "the faux pas recognition" and "reading the mind behind the eyes" tasks for ToM (adult versions). The study will add value to the current re-search of bilingualism in providing information about whether there is a bilingual advantage in relation to the theory of mind in adults and it will be of particular interest providing that bilinguals constitute a substantial portion of the population in Greece.
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1 Introduction

"The mental development of the individual and his way of forming concepts depend to a high degree upon language. This makes us realize to what extent the same language means the same mentality. In this sense thinking and language are linked together". – Albert Einstein (1941)
Over the past decade there have been a vast number of studies examining the effects of using two languages in daily basis. Such effects have been demonstrated in linguistic development as well as in non-verbal cognitive development. Studies show that bilinguals outperform monolinguals in relation to executive control (attention/inhibition, shifting, updating) tasks such as Attention Network Test (ANT), Simon task etc. These results were found in children (Bialystok, Barac, Blaye, & Poulis-Dubois, 2010; Bialystok & Viswanathan, 2009; Carlson & Meltzoff, 2008; Yang, Shih, & Lust, 2005) as well as adults (Bialystok & Craik, 2010). This was assumed to stem out of the need to constantly monitor and switch between languages; thus, enhancing the function of inhibition as part of the executive control. Regarding linguistic development, studies show that bilingual children perform poor in vocabulary tasks compared to monolingual children (Peets & Yang, 2010; Oller, Pearson & Cobo-Lewis, 2007); however, they perform better in meta-linguistic awareness (Adesope et. al., 2010; Bialystok, 1986; Cromdal, 1999; Ricciardelli, 1992).

According to Perner, Lang and Kloo (2002) children’s executive functioning was proposed as a developmental precursor to understanding of mind. That being said, if bilinguals demonstrate an advantage in some components of executive functions, they might also have advantage in understanding of the mind. Goetz (2003) examined 3 to 4 year old bilinguals and monolinguals with regard to the ability to understand and attribute mental states — beliefs, intents, desires, pretending, knowledge, etc. — to oneself and others (Theory of Mind-ToM). The study found that bilinguals had enhanced performance in ToM task. The results have been attempted to be justified in terms of the bilinguals’ greater meta-linguistic understanding, greater sensitivity to social cues or the initial finding that bilinguals do actually have a cognitive advantage with regard to cognitive functioning compared to monolinguals. Such results were also replicated by Farhardian et. al. (2010), assessing Kurdish-Persian bilingual preschoolers. Cheung, Mak, Luo & Xiao (2010) compared bilinguals with 2nd language learners and found that bilinguals had more sociolinguistic awareness which predicted ToM uniquely. Bock, Gallaway & Hund (2015) gave 7-12 age battery of age-appropriate tasks measuring working memory, inhibition, flexibility, theory of mind, and vocabulary. The study found that components of EF predicted ToM over and above age and vocab. This study’s result suggested that the link between the childhood and ToM are linked beyond its emergence in the early childhood; more precisely, middle childhood and adulthood.

In light of these findings, it is evident that most of the studies used child samples ranging from 3-13 years old. To the best of author’s knowledge, there are no studies investigating advantages of bilingualism with regard to ToM using adult samples. Importantly, adults have been found to make ToM errors (Bernstein, Thornton, & Sommerville, 2011); thus, it would be crucial to see if these errors are different in bilinguals and monolinguals. Although there are studies proposing a cognitive advantage in bilinguals with regard to executive function (inhibition, shifting etc.); there is a controversy with regard to the findings’ results. Many scholars argue that there exists a positivity bias toward the bilingual advantage research (de Bruin, Treccani & Della Sala, 2015). Also, many studies tend to make distinctions between who is considered to be a bilingual (Pavlenko, 2003). Thus, results of these studies cannot be generalized to the whole bilingual population. A clear definition of bilingualism is
crucial when conducting such studies.

The present study aims in investigating if the advanced understanding on ToM tasks in bilinguals continues into adulthood. It is hypothesized that there will be a difference in ToM between bilingual and monolingual adults. Also, bilingual adults will contribute to changes in ToM more than monolinguals even after taking controlling for nonverbal intelligence, vocabulary and cognitive ability. The present study will add value to the current research of bilingualism in providing information about whether there is a bilingual advantage in relation to the theory of mind in adults. The present study will be of particular interest providing that bilinguals constitute a substantial portion of the population in Greece.

2 Proposed Methodology

The study will employ a random sample matched-pairs design. The participants will be of four groups: Albanian-Greek bilinguals, Greek-Albanian bilinguals, Albanian monolinguals and Greek monolinguals. Bilinguals will be defined in terms of the simultaneous exposure to both languages. The participant’s age range will be 21-25 years old and they will be divided equally by gender, with the same educational level but with different Socio-economic status (SES). A between subject design will be employed in order to see the expected differences between the four groups. The independent variables will be non-verbal Intelligence, Number of languages spoken (Bilingual vs. Monolingual), Vocabulary Ability and Cognitive Ability; whereas the dependent variable will be the ToM scores. The present study will employ five measures: Non-verbal(NV) Intelligence: RAVENS test (higher scores indicating higher NV Intelligence); Vocabulary ability: DVK (Qian & Sched, 2004) higher scores indicating higher Vocabulary ability; Cognitive Ability: Stroop task, shorter reaction time indicating better cognitive ability; and ToM: "the faux pas recognition" and "reading the mind behind the eyes" tasks (adult versions).

All participants will be tested twice, a week apart. In order to test if there are differences between the four groups (first hypothesis) a Three-way ANOVA will be carried out (Vocal Ability: High vs. Low; Cognitive Ability: High vs. Low; Nonverbal Intelligence: High vs. Low). A 2-step multiple linear hierarchical regression will be employed to see whether language status (bilingual vs. monolingual) will predict ToM after taking into account non-verbal intelligence; vocabulary and cognitive ability (second hypothesis). Predictors in the first step will include the non-verbal intelligence; vocabulary and cognitive ability whereas in the second step language status (bilingual vs. monolingual) predictor will be added. The dependent variable will be the theory of mind scores.

3 Conclusion

Certain limitations have been identified in the present study. Firstly, there have been a vast number of studies focusing on who is considered a bilingual. Thus, defini-
tion of the bilinguals (e.g. focus on those who were exposed both languages simultaneously) may not be generalized to the whole bilingual population. Also, another limitation might be that the study’s result cannot be generalized to the other language population.

The present study will not impose the participants in any kind of risk and they will be informed for their right of withdrawal. Ethical approval will be requested from the Ethical Committee of the University of Sheffield before data collection.

The study would add to the literature of bilingualism in general but also would be of particular interest in studies relating to Theory of Mind (TOM).
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Abstract. The study investigates motivational orientations of Greek and Italian high-school learners of English as a foreign language from three diverse socio-cultural milieus, through the lens of a revised version of the ‘L2 Motivational Self System’. By means of a quantitative method, 171 Greek and Italian teenagers, aged 16 and 17, studying in an urban area of northern Greece and an urban and rural area of central Italy, were surveyed via online questionnaires delivered during class hours. Data analysis revealed that all three groups of respondents think that studying English is important to travel internationally, for future studies and a job career. The calculated medians and correlational coefficients show that Italian and Greek urban learners share a common motivational pattern while the rural Italian ones exhibit small-size differences in terms of motivational orientations. Overall, diverse socio-cultural contexts seem to have a medium-size effect on teenage learners of English. Likewise, schools’ formative ‘language friendly’ activities appear to have enhanced their interest towards an international English speaking community. Although of a small-scale, the present study might suggest guidelines for language teachers and educational institutions within Greece and Italy so to design more stimulating and motivating language syllabuses, classroom and extracurricular activities while adapting them to the learners’ socio-cultural background and life orientations.
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1. Introduction

It is commonly assumed that an individual who starts learning a second/foreign language should be motivationally involved in order to succeed. Since the early 1960s, motivation in language learning has been one of the main spheres of interest of researchers in the field. Gardner and Lambert (1959), Gardner (1982 and 1985), Clément and Kruidenier (1983), Dörnyei (1994 and 1998), just to mention some primary figures, conducted studies that examined the socio-psychological factors influencing the language learner’s motivational orientations namely, aptitude, attitude, integrativeness and instrumental motivation.

Several years spent as an English teacher in Italian high schools and a few living in a Greek urban environment stirred our interest in research on language learning motivation. We had experienced Italian people’s hardship in speaking English as an L2 and how most Italian students could not grasp the implications of learning English as a Foreign Language (hereafter, EFL) in a globalised world, whereas Greek teenagers showed a higher level of English language proficiency compared to their Italian counterparts. Recent studies conducted in the Italian and Greek contexts
endorsed the above-mentioned perception based on our observation and experience. Thus, in accordance with the shared belief that a motivated language learner is more likely to succeed, it was hypothesised that through investigation, Greek teenage students of English would have shown a more favourable disposition in learning the language than the Italian ones. It was furthermore assumed that specific context-related factors might contribute in building their motivational drive, namely socio-cultural stimuli (e.g. family encouragement, afternoon attendance to language schools), and socio-psychological orientations (e.g. attitude towards the target language community, integrative and instrumental motivation). In line with the described rationale, three European EFL learning environments were investigated. Sixteen and seventeen-year-old pupils from two Italian upper secondary schools (an urban and a rural one) and from a Greek urban high school were surveyed. All three educational institutions shared similar characteristics: ‘language friendly’ and ‘internationally oriented’, currently involving students in European school-projects with institutions abroad (e.g. ErasmusPlus, Progetto Lingue 2000, Model United Nations), as well as organizing extracurricular language learning activities (e.g. in preparation for language certifications such as EILTS and Cambridge). Furthermore, with the aim of meeting the European Community requirements for languages (Common European Framework of Reference for Languages (Council of Europe, 2001)) they have been working on building their students’ ‘international posture’ (Yashima, 2002).

The present study adds a tile to research into foreign language learning motivation through a European perspective and the lens of an adapted version of the mainstream motivational model, the “L2 Motivational Self System”. It compares teenage-learners within their country specific ELT school environment intending to uncover their FLL orientations. It furthermore means to verify whether diverse socio-cultural backgrounds might affect the language learners’ degree and direction of motivation. Moreover, although of small extent this research may provide guidelines for English language teachers and schools wishing to design more effective language syllabuses while observing the learner’s social background and life orientations.

In agreement with the above-mentioned rationale, the study surveyed 171 Greek and Italian high-school pupils in order to find answers to the following research questions:

RQ1: How do Italian and Greek high-school learners of English from an urban area differ in terms of motivational orientations?

RQ2: Comparing Italian English language learners from an urban and a rural high school, what kind of motivation emerges?

RQ3: How are the three groups of learners differently motivated in learning English as a foreign language?

In response to the questions above and with reference to RQ1 we hypothesise that due to contextual variables, the present research would find Greek students from an urban area more instrumentally oriented than their Italian equals so to become internationally and locally competitive in the job market. With respect to RQ2, Italian high-school students from a rural area will presumably show a lower motivation compared to their urban counterparts as well as a dimmed idealised-image of themselves as future L2 speakers of English. Ultimately we hypothesise that, among
the three groups of participants, Greek urban students will appear the most instrumentally motivated while the Italian rural the most integratively orientated.

2. Literature Review
Motivation in Second Language Acquisition (SLA) and Foreign Language Learning (FLL): from the ‘60s to the Turn of the 21st Century.
As anticipated in the introductory section, the present research project has aimed at investigating whether diverse degrees of motivational factors characterise the surveyed Italian and Greek 16 and 17 year-old high-school learners of English as a FL. More than focusing on the participants’ ‘learning experience’ and classroom dynamics, investigation was oriented towards testing the social psychological and socio-cultural variables affecting them. Since Gardner and Lambert’s early contribution, experimentation in the field suggested that the individual, the context where he lives and studies, and motivation, are interrelated. Recently, Dörnyei and Ushioda (2011) have pointed out two contextual areas influencing the learner, namely the instructional context (where learning activities work as motivational variables), and the social and cultural influences (teachers, school peers, the school dynamics and ethics policy, the family as well as society and the learner’s cultural environment). Within the first contextual area, the socio-economic factor is seen as also affecting the individual’s motivation. As it will be noted at the end of this section, research in the field is integrating “context as variable” (Dörnyei and Ushioda, 2011, p.32) into the language learner’s self-system and his cognitive and emotional traits.

The pioneering studies of Canadian social psychologists Robert Gardner and Wallace Lambert (1959 and 1972) initially assumed that the learner’s attitude towards the target language community plays an important motivational role. Further variables were afterwards added such as aptitude and “indices of motivational intensity and orientation” (Gardner and Lambert, 1959, p. 267), the former measuring the effort and enthusiasm expressed by the language learner, the latter the goal pursued in studying the language, either integrative or instrumental. Integrative orientation represented the learner’s desire to assimilate with the target language community while the instrumental one expressed the aspiration to become speaker of a language other than the native one for ‘pragmatic’ and useful reasons, such as finding a good job position, getting good marks in proficiency tests or studying abroad. In the scholars’ collective report (Gardner and Lambert, 1972) other relevant aspects of motivation were identified, namely the social and psychological dimensions inferring the language learner’s desire to become part of the language community while embracing its culture, behaviour and styles (Ushioda and Dörnyei, 2012). Since then, the social-psychological facet of motivation has become a benchmark in the field and the point of departure for almost sixty years of investigation in the specific area of interest. While Gardner (1985) and Gardner and MacIntyre (1993) were testing the validity of Garner’s socio-educational model within the Canadian Second Language Acquisition (hereafter, SLA) environment, studies on motivation in Foreign Language Learning (hereafter, FLL) started following different paths. Dörnyei and Ushioda (2011) have identified three subsequent phases of experimentation such as the cognitive-situated period, the process-oriented and the current socio-dynamic one, each directing research towards distinct domains. Not discarding the social-psychological dimension,
Crookes and Smith (1991) advocated the necessity that current discussion on motivation focused on cognitive and educational perspectives since the language classroom where FLL occurred had been neglected (Dörnyei and Ushioda, 2011). The integrative and instrumental constructs were thus integrated with more complex motivational orientations influencing the learner’s interest in a second or foreign language, namely intrinsic and extrinsic. In 1994, Dörnyei conducted experiments where he assessed students’ attitudes, motivation towards learning English and anxiety, along with their perception of classroom cohesion and atmosphere. The scholar’s theory (Dörnyei, 1994 and 1998) comprised a language level (integrative and instrumental constructs), the learner and learning situation levels (related to course and learning situation motives). Not completely dissociating from the traditional social-psychological orientation and in line with the reform movement, William and Burden (1997) proposed a detailed framework of the learner’s motivational factors in which they claim that the “individual’s motivation is also subject to social and contextual influences [such as] culture and context and social situation” (p. 121). A few years later, a new instrument set the basis for future research in the field (Noels et al., 2000): a range of extrinsic and intrinsic orientations blended with Clèment and Kruidenier’s (1983) four motivational variables, namely instrumental orientation, knowledge, travel and friendship.

At the turn of the 21st century, studies on motivation in language learning were redirected towards more dynamic features, in the specific, towards motivation at the beginning of the learning process and throughout the whole stage. Further contribution to this phase that Dörnyei and Ushioda (2011) identified as the process-oriented period, was provided by Dörnyei and Ottó’s (1998) ‘Process Model of L2 Motivation’ in which two dimensions were singled out: Action Sequence and Motivational Influences. The former expressing the hopes, desires and wishes that build motivation in learning, the latter the motivational forces that lie behind the learning process. Whereas the ‘process-model’ had highlighted the significance of self-regulatory strategies related to students’ autonomy, further variables needed to be tested in order to measure the multifaceted motivational dynamics of a classroom. Thus, in the light of current theories on motivational psychology, investigation began orienting towards the FLL dynamics involving the self and its relationship with context: the socio-dynamic period of research (Dörnyei and Ushioda, 2011).

Current Research in the Field of Motivation in Foreign Language Learning (FLL)

With the spread of Global English, the traditional concept of integrative orientation in learning English as a second/foreign language, as Gardner and Lambert had conceived it, started being replaced by a new integrative construct based on the learner’s desire to become part of an international culture. Pioneering research on motivation in language learning had been conducted in the Second Language Acquisition (SLA) environment, in a milieu where learners were immersed in the L2 community (as in the case of Gardner and Lambert’s Canadian learners of French). Whereas, 21st century investigation was carried out in a Foreign Language Learning (FLL) milieu (Dörnyei et al., 2006) reinterpreting the learner as part of the global community where he acquires an international posture (Yashima, 2002). Testing his construct on Japanese learners, Yashima found that their motivation and willingness to
communicate (WTC) were due to the appeal of the globalised community. Moreover, English represented for them the world around Japan and a gateway towards integration with foreign countries (Yashima, 2000).

This revised concept of motivation, as well as influences from emerging theories from educational psychology, namely Markus and Nurius’s (1986) ‘Possible Selves’, set aside the static trait of motivation in favour of a dynamic one. Motivation was conceived as a whole with the individual-self and the environment the student is immersed into. From this perspective, Lamb (2004) investigated Indonesian junior high-school learners of English whose integrative motivation showed to resemble “some basic identification process within the individual’s self-concept” (Lamb, 2004, p. 13): an identification with a bicultural identity expressing the learners’ ethnicity and the globalised culture young people are immersed into, through means of the internet and the media (Lamb, 2004).

The shift of reference to an unidentified international community the language learner aims at integrating with, represents an important moment in the field of investigation on FLL motivation. Backed by results of one of the major longitudinal surveys ever conducted in the context of Hungarian FLL (refer to Dörnyei et al., 2006), Dörnyei developed the current ‘L2 Motivational Self System’. In his study (Dörnyei, 2005) the scholar reinterprets the traditional concepts of integrative and instrumental orientations through a dynamic vision of how the language learners’ motivation can change according to their fluid idea of “what they might become, what they would like to become and what they are afraid of becoming” (Dörney, 2005, p. 100). In line with mainstream motivational theory, Markus and Nurius’s Possible Selves (1986), he developed a construct in which the learner’s hopes, desires sense of personal duties and responsibilities are synthesised as follows:

- The Ideal L2 Self interprets the learner’s desire to be a future proficient speaker of the language filling the gap between what he is and what he would like to be;
- The Ought-to L2 Self, or the representation of the language learner’s duties and responsibilities.

Additionally, the two outlined variables are typified respectively by a “promotion focus” (growth and accomplishments), and by a “prevention focus” (responsibilities and obligations) (Dörnyei, 2005, p. 101).

Further features of Dörnyei’s model included the L2 Learning Experience, where the learning environment and experience are seen as relevant in building motivation (Dörnyei, 2005), and the traditional concept of instrumentality that the scholar integrated with two new components: Instrumentality Promotion and Instrumentality Prevention, respectively correlated to the variables of Ideal L2 Self and Ought-to L2 Self.

In later years, large-scale surveys tested the model in contexts different from the Hungarian one: in Japan, China, Iran (Ryan, 2009; Taguchi et al., 2009) confirming the validity of the construct and of important correlations between the traditional Integrativeness and the Ideal L2 Self, as well as between the Instrumentality Prevention and the Ought-to L2 Self motivational variables.
Motivation Research in FLL in the Italian and the Greek Context

In the Italian and the Greek context, few studies have investigated motivation in learning English as a foreign language. In Italy, scholars as Virginia Pulcini (1994, 1997, 2002, 2008) explored how Italian people accommodated and accepted English into their culture and society quite late compared to other European countries (Pulcini, 1997). The Italian population’s high level of illiteracy until mid-20th century, the diffused dialects, “the humanistic tradition of Italian education” (p. 82) that encouraged the grammar-translation method in the ELT classroom as well as the ‘purist’ policy of the Fascist Regime are pointed out as some of the causes. According to Faez (2011), the level of language proficiency of most Italian students is not yet acceptable if related to European requirements due to, among others, a “superficial rather than deep” (Faez, 2011, p. 38) level of motivation correlated to individual and historical reasons. In the same year, Mariani (2011) reported that motivation of Italian learners of English can be related to psychological, and macro and micro sociocultural variables. A few years later, Palombizio (2015) tested Dörnyei’s ‘L2 motivational Self System’ in Italian high-school learners of English as an International Language (EIL) highlighting that along with integrativeness other factors contributed to their motivation, namely the instrumental one (Palombizio, 2015, p. 37).

To the best of our knowledge, not many studies have researched motivation in Greek language learners. Applying Gardner’s socio-educational model Nikolau (2004) found that Greek high-school students had a positive attitude towards learning English and a high degree of instrumental motivation rather than integrative. Confirming Greek learners’ drive towards the language, Dendrinos et al. (2013) reported their good level of proficiency due to family encouragement, language learning in language schools and private tuitions. Kofou collected similar results in 2015 through a survey in a class of an Experimental Senior High School in Thessaloniki. Data analysis revealed that teachers and parents’ influence was relevant in building motivation and that the instrumental orientation prevailed.

In the light of the reviewed literature, it can be noted that no contrastive studies on motivation involving Greek and Italian high-school FLL contexts were ever conducted. Similarly, the effect of socio-cultural variables on motivation of Italian public high-school learners of English from an urban and a rural context have never been object of analysis. With the intent of filling the mentioned literature gap, Taguchi et al.’s 2009 questionnaires were adapted to the requirements of the present research project.

3. Methodology

The study was conducted adopting a quantitative research method and administering close-ended Likert scale online questionnaires to 171 students from three high schools, two public ones from a central area of Italy and a private one from Northern Greece. In the specific, the two Italian state schools were located respectively in an urban and a rural location of the Alto Lazio region, while the Greek private one in an urban culturally active area of Macedonia. Owing to the autonomous nature of Italian schools, approval to proceed with the survey was given in a short time span by school principals. Whereas, the selected Greek urban state Experimental Lykeio required the Greek Ministry of Education, Research and Religious Affairs’ approval in order to participate. The time limitations of the study suggested exclusion of the Greek public
school from the project. Despite the risk of inconsistency, the option of comparing a private Greek educational institution to an Italian public one revealed to be acceptable. Italian state schools are generally representative of the local socio-economic and socio-cultural population of students, as Italian parents prefer to send their children to public institutions rather than to private ones (Forleo, 2015). Conversely, despite their country’s economic crisis, Greek parents, when possible, seem to prefer private schools. A recent statistical study (Fortsakis, 2016) found that “the majority of students of [Greek] private schools are members of an average Greek family (p. 1). Thus, the survey was accordingly diverted towards the selected private Greek urban high school.

Participants
Data collection took place in October and November 2016. A stratified random-sampling procedure was applied to select the surveyed population. After obtaining permission from the school principals and parents through information sheets and consent forms, participants were drawn by their English teachers who had been previously instructed by the researcher. Overall, 171 students were examined equally sampled from the course of studies offered by each school. As Table 1 presents, the participants, aged 16 and 17, were balanced between males and females from the second and third year of the Greek Lykeio and the third and fourth year of the Italian urban and rural secondary schools. Being in their mid-teens and near the conclusion of their upper-secondary course of studies they could be regarded as quite a reliable sample, as presumably mature enough to orient themselves towards future life perspectives and endowed with adequate cognitive competences.
The demographical summary depicted in Table 1, shows that the adopted random sampling procedure has
 guaranteed the representativeness of the three schools’ population in terms of gender, age and course of studies.

**Table 1.** Schools involved, gender and age of the participants, course of studies and year of high school.

<table>
<thead>
<tr>
<th>School involved</th>
<th>Country/ Region</th>
<th>Total</th>
<th>Female</th>
<th>Male</th>
<th>Age mean</th>
<th>High-school year</th>
<th>Sampling from specific course of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greek private high school</td>
<td>Northern Greece</td>
<td>60</td>
<td>36</td>
<td>24</td>
<td>16.18</td>
<td>2nd / 3rd Lykeio</td>
<td>General</td>
</tr>
<tr>
<td>Italian urban high school</td>
<td>Central Italy</td>
<td>57</td>
<td>27</td>
<td>30</td>
<td>16.29</td>
<td>3rd / 4th year Liceo</td>
<td>Sciences and Sports, Sciences, Applied Sciences</td>
</tr>
<tr>
<td>Italian rural high school</td>
<td>Central Italy</td>
<td>54</td>
<td>31</td>
<td>23</td>
<td>16.57</td>
<td>3rd / 4th year Liceo/Vocational</td>
<td>Classical, Technical, Sciences, Commerce</td>
</tr>
<tr>
<td>Number of participants:</td>
<td></td>
<td>171</td>
<td>94</td>
<td>77</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Research Instrument

A close-ended five-item Likert scale questionnaire is the research instrument adopted. Questionnaires have traditionally been employed in motivation research in SLA because easy to construct and administer while gathering large amounts of information from big numbers of participants as well as ensuring anonymity (Dörnyei, 2007). The one delivered to our Greek and Italian teenagers is an adapted version of Taguchi et al.’s 2009 questionnaires based on Dörnyei’s 2005 seminal work *The Psychology of the Language Learner* (Dörnyei, 2005). This modified version was organised in two parts. Part One counted 51 statements where the respondents needed to choose five options reporting their level of agreement or disagreement, from ‘Strongly Disagree’ to ‘Strongly Agree’. In Part Two, six items asked for the students’ background information, age, sex, whether they ever had a native English teacher, spent a period longer than three months in English speaking countries and participated to school projects abroad. Appendix B summarises results from the second part of the questionnaire.

As anticipated, the first part counted 51 motivational variables that aimed at measuring the L2 learners’ orientations. For analysis purposes, variables have been grouped into ten factors carrying the same information as follows:

1. **The Ideal L2 Self** criterion: aimed at interpreting the learner’s desire to be a future proficient speaker of the language in order to fill the gap between what he is and what he would like to be;
2. The *Ought-to L2 Self* or the representation of the language learner’s duties and responsibilities;

3. *Instrumentality Promotion*: “concerned with hopes, aspirations, advancements, growth and accomplishments” (Dörnyei, 2010, p. 79) and related to a ‘pragmatic’ reason for learning a foreign language such as getting good marks or earning a good job;

4. *Instrumentality Prevention*: associated with responsibilities, obligations and the intent of avoiding negative outcomes (Dörnyei, 2010, p. 80);

5. *Travel Orientation*: assessed the samples’ interest in learning English to travel abroad (Taguchi et al., 2009);

6. *General Integrativeness*: tested the students’ desire to learn English in order to become similar to the people from English speaking countries and learn about their culture;

7. *Cultural Interest*: measured the respondents’ attitude towards the culture of the L2 and the international community.

8. *Interest in the English Language*: explored the emotions perceived by the student while exposed to English;

9. *Parental Encouragement*: investigated the degree of influence of the family in the course of the language learning process;

10. *Attitudes towards the L2 Community*: assessed the students’ appreciation and interest towards people living in English speaking countries and the international community in general.

The third component of Dörnyei’s construct, the *L2 Learning Experience*, was not included into the questionnaire developed for the present study, as the main intent was to uncover the immediate and personal perceptions of Greek and Italian language learners towards the English language in consideration of social, cultural and geographical factors. Furthermore, the related effort-oriented and classroom dynamics were not tested not to psychologically affect the learners while responding. Ultimately, this aspect will be verified as a follow-up of the present project through face-to-face questionnaires conducted in a friendly atmosphere. In terms of administration, the survey was delivered online via Google forms 2016, in the respondents’ native language to ensure that all items were fully understood. Thus, translations of the original English version of the instrument into Greek and Italian were provided.

**Data Analysis Procedure**

All data collected via the Google Forms questionnaires were processed by means of SPSS 20, a statistical software toolkit. Responses were subsequently downloaded to Excel files and coded in a numerical form so to proceed with statistical analysis. The 51 variables were then reduced into broader ones according to the criteria explained in the section devoted to the research instrument. Thus, the internal consistency and reliability of the obtained scale were checked applying the Cronbach Coefficient Alpha and the Inter-Item correlation tests (Pallant, 2005). In order to identify the emerging motivational variables among responses, the mean, median and standard deviation of items and grouped items were calculated. In the specific case, during data analysis the median values were observed more closely. Being median scores not easily influenced by outliers, they can offer a fairer representation of results.
Ultimately, in order to look at the relationship, direction and strength among motivational variables, a Pearson two-tailed correlation coefficient was measured (Dörnyei, 2007). As in Applied Linguistics research correlations are considered meaningful in the range between $r=0.3$ and $r=0.5$ and are said to measure equally when in the range above $r=0.6$, observation of coefficients was directed towards the items measuring $r=0.5$ and above.

4. Data Analysis Results

The present section displays outcomes of the calculated mean, median (in bold in Table 2) and standard deviation as well as correlation analysis results. As summary Table 2 below shows, the highest median values in all three sets of questionnaire grouped-items are related to Travel Orientation, Instrumentality Promotion and Attitudes towards the L2 Community ranging between $\text{Md}=3.6$ to $\text{Md}=4.3$ on a 5-point scale. That means that respondents had a favourable disposition towards learning English for travelling purposes, for practical reasons and because they liked people from English speaking countries, while the lowest scores can be attributed to the Ought-to L2 Self in the two Italian groups, and to the Instrumentality Prevention in the Greek group of students.

Table 2: Mean, median and standard deviation of the questionnaire factors.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Item n°</th>
<th>Greek urban</th>
<th>Italian urban</th>
<th>Italian rural</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean Median St. deviation</td>
<td>Mean Median St. deviation</td>
<td>Mean Median St. deviation</td>
</tr>
<tr>
<td>Ideal L2 Self</td>
<td>1 - 3</td>
<td>4.0067 (0.74863)</td>
<td>3.8655 (0.69253)</td>
<td>3.3642 (0.82738)</td>
</tr>
<tr>
<td>Ought-to L2 Self</td>
<td>4 - 7</td>
<td>4.0042 (0.73860)</td>
<td>2.6360 (0.66242)</td>
<td>2.7176 (0.58084)</td>
</tr>
<tr>
<td>Travel Orientation</td>
<td>8 - 10</td>
<td>4.1444 (0.62094)</td>
<td>4.2456 (0.63160)</td>
<td>3.9938 (0.89135)</td>
</tr>
<tr>
<td>General Integrativeness</td>
<td>11 - 13</td>
<td>3.5222 (0.76988)</td>
<td>3.2105 (0.64436)</td>
<td>3.0432 (0.81146)</td>
</tr>
<tr>
<td>Cultural Interest</td>
<td>14 - 18</td>
<td>3.8433 (0.62609)</td>
<td>3.4947 (0.72319)</td>
<td>3.1407 (0.81090)</td>
</tr>
<tr>
<td>Instrumentality Promotion</td>
<td>19 - 28</td>
<td>4.0783 (0.48331)</td>
<td>3.9368 (0.46122)</td>
<td>3.6481 (0.72026)</td>
</tr>
<tr>
<td>Instrumentality Prevention</td>
<td>29 - 35</td>
<td>2.8714 (0.75579)</td>
<td>2.8571 (0.71734)</td>
<td>3.1058 (0.68269)</td>
</tr>
<tr>
<td>Interest in the English Language</td>
<td>36 - 40</td>
<td>3.6600 (0.79941)</td>
<td>3.5965 (0.62962)</td>
<td>3.3481 (0.78782)</td>
</tr>
<tr>
<td>Parental Encouragement</td>
<td>41 - 46</td>
<td>3.6600 (0.67530)</td>
<td>3.6053 (0.72143)</td>
<td>3.4105 (0.75978)</td>
</tr>
<tr>
<td>Attitudes towards the L2 Community</td>
<td>47 - 51</td>
<td>3.8633 (0.62405)</td>
<td>3.7439 (0.66414)</td>
<td>3.5407 (0.84195)</td>
</tr>
</tbody>
</table>
A closer look to the General Integrativeness values reveals that in both groups of Italian respondents this factor produced the lowest scores (Mdn=3.0). Among other interesting differences it is to be noted that the Ideal L2 Self median value records the lowest (Mdn=3.3) in the Italian rural group compared to the Greek and Italian urban ones (Mdn=4.0). These specific findings will be discussed and interpreted in the following section and in the light of correlation results that were carried out among grouped motivational factors.

**Correlational Results**

As stated in the methodology section, a Pearson correlation coefficient was calculated in order to compare the relationship among motivational variables, to observe their strength and direction within each group of sampled participants. As a first step, the Ideal L2 Self and the Integrativeness factors were associated considering that previous studies (e.g. Dörnyei, 2010; Taguchi et al., 2009; You and Dörnyei, 2014) had found that the integrative disposition could be related to the Ideal L2 Self, indicating that the L2 learner has an idealised L2 image of himself as being “not only personally agreeable but also professionally successful” (Dörnyei, 2010, p. 79). As Table 3 shows, also other correlations were carried out in order to verify whether other immediate motivational antecedents, namely Attitudes towards the L2 Community and the Instrumentality factors resulted interrelated, as also suggested by the above-mentioned studies.

<table>
<thead>
<tr>
<th></th>
<th>Integrativeness</th>
<th>Cultural Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ideal L2 Self</strong></td>
<td>0.311*</td>
<td>0.314*</td>
</tr>
<tr>
<td></td>
<td>0.610**</td>
<td></td>
</tr>
<tr>
<td><strong>Integrativeness</strong></td>
<td>0.529**</td>
<td>0.480**</td>
</tr>
<tr>
<td></td>
<td>0.681**</td>
<td></td>
</tr>
<tr>
<td><strong>Attitudes towards the L2 Community</strong></td>
<td>0.575**</td>
<td>0.367**</td>
</tr>
<tr>
<td></td>
<td>0.452**</td>
<td>0.371**</td>
</tr>
<tr>
<td><strong>Interest in the English Language</strong></td>
<td>0.822*</td>
<td>0.697**</td>
</tr>
<tr>
<td></td>
<td>0.698**</td>
<td>0.580**</td>
</tr>
<tr>
<td></td>
<td>0.791**</td>
<td></td>
</tr>
</tbody>
</table>

As displayed, in the Greek and Italian urban samples the correlated Integrativeness and Ideal L2 Self factors registered a low coefficient (r=0.31) compared to previous studies. Conversely, it reached the r=0.61 in the Italian rural group where the mentioned variables show a strong relationship despite the recorded low median values. Interestingly, in all groups the Integrativeness variable correlates above the r=5.0 range with most cross-related factors (Cultural Interest, Attitudes towards the L2 Community, Interest in the English Language) meaning that in line with former...
In studies, although indirectly, Integrativeness represents a leading motivational variable in learning English as an L2.

Table 4 below shows results of correlations carried out to check whether the Ideal L2 Self had a significant relationship with Instrumentality Promotion and Travel Orientation, as well as with other across-related factors that similarly measured a high median value, i.e. Cultural Interest, Interest in the English Language and Attitudes towards the L2 Community.

**Table 4: Correlations Ideal L2 Self, Instrumentality Promotion and across-related factors (all three groups of participants).**

<table>
<thead>
<tr>
<th></th>
<th>Instrumentality Promotion</th>
<th>Travel Orientation</th>
<th>Cultural Interest</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Greek urban</td>
<td>Italian urban</td>
<td>Italian rural</td>
</tr>
<tr>
<td>Ideal L2 Self</td>
<td>0.521*</td>
<td>0.489* *</td>
<td>0.784* *</td>
</tr>
<tr>
<td>Instrumentality Promotion</td>
<td>0.494*</td>
<td>0.600* *</td>
<td>0.749* *</td>
</tr>
<tr>
<td>Travel Orientation</td>
<td>0.749* *</td>
<td>0.574* *</td>
<td>0.624**</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Interest in the English Language</th>
<th>Attitudes towards the L2 Community</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Greek urban</td>
<td>Italian urban</td>
</tr>
<tr>
<td>Ideal L2 Self</td>
<td>0.367**</td>
<td>0.463**</td>
</tr>
<tr>
<td>Instrumentality Promotion</td>
<td>0.520**</td>
<td>0.324**</td>
</tr>
<tr>
<td>Travel Orientation</td>
<td>0.441*</td>
<td>0.379**</td>
</tr>
</tbody>
</table>

* * significant at the 0.05 level (2-tailed).
** * * significant at the 0.01 level (2-tailed).
Values in **bold** have a significant relationship.
Values in **bold italics** have a non-significant relationship.

As Table 4 presents, the Ideal L2 Self and Instrumentality Promotion as well as Instrumentality Promotion and other factors, correlate above r=0.5 in all three groups of students with the result that the Ideal L2 Self is indirectly projected into the framework of variables related to Instrumentality Promotion. This phenomenon most probably denotes that Greek and Italian learners’ image of themselves as future proficient speakers of English is related to their instrumental orientation and indirectly to their travel orientation, their interest towards the culture of the target language community and the English language per se (Italian rural group). It is furthermore worth noting that despite the low median values related to the Integrative Orientation and to the Ideal L2 Self of the Italian rural group (Mdn=3.0 and Mdn=3.3) all motivational areas emerge in terms of correlational values.

To conclude, a last set of correlation coefficients was calculated, i.e. among Instrumentality Prevention, Ought-to L2 Self and Parental Encouragement (Table 5) as these factors were found relevantly associated in previous studies (see Taguchi et al., 2009).
Table 5: Correlations Instrumentality Promotion/Prevention, Ought-to L2 Self, Parental Encouragement (all three groups of participants).

<table>
<thead>
<tr>
<th></th>
<th>Instrumentality Promotion</th>
<th>Instrumentality Prevention</th>
<th>Parental Encouragement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Greek urban</td>
<td>Italian urban</td>
<td>Italian rural</td>
</tr>
<tr>
<td>Instrumentality</td>
<td>0.287*</td>
<td>0.241</td>
<td>0.570*</td>
</tr>
<tr>
<td>Prevention</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ought-to L2 Self</td>
<td>0.466*</td>
<td>0.285</td>
<td>0.291*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>*. significant at the 0.05 level (2-tailed).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>**</td>
<td>*, significant at the 0.01 level (2-tailed).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values in <strong>bold</strong> have a significant relationship.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values in <strong>bold italics</strong> have a non-significant relationship.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As predicted, all Pearson coefficients calculated between Instrumentality Promotion and Ought-to L2 Self recorded high values as shown in Table 5 meaning that most respondents believe that they should learn English in order to avoid possible negative consequences. In terms of Parental Encouragement, it seems that Italian urban students’ Ought-to L2 Self and Instrumentality Prevention are not related to family influences. Conversely, Greek urban and Italian rural high-school learners of English appear to share the belief that their family’s expectations should not be deluded for ‘prevention’ reasons (r=0.63 Italian rural) and for a sense of duty and responsibility (r=0.53 Greek urban). A further interesting result should be noted, namely the recorded coefficient of r=0.57 between Instrumentality Promotion and Prevention involving the Italian rural group which will be discussed in the following section.

5. Discussion of Findings
Distinctive Motivational Patterns

Figure 1 that follows depicts and compares the FLL orientations that emerged from all three groups of respondents involved in the survey. In the first place, it can be noted that despite the outlined differences in terms of knowledge of English between Italian and Greek teenagers already mentioned in the introductory section of this paper, findings show quite a similar motivational pattern within the participants of both countries. Most students referred that they learn English in order to travel internationally and because they are attracted by the L2 community (as in the case of Italian respondents) and by what is related to cultural motives as in the case of the Greek participants (see correlation Table 4). Furthermore, their motivation to learn English is determined by ‘pragmatic’ reasons as to find a job, even abroad, and study in foreign countries (Instrumentality Promotion). Quite interesting is how most Greek and Italian families appear to represent an influencing factor, yet with slight differences, as correlational results have shown, and that will be discussed in the next sub-section. Most probably, it is the outcome of Italian and Greek parents’ concern about their offspring’s future they see threatened by their countries’ recent financial crisis.
Likewise, the three samples’ attitude towards the people from English-speaking countries and communities comprises interest in meeting them, knowing more about their culture and how their language is used in conversation. In general, they refer enjoying learning English (see Appendix A).

In terms of differences, although no important deviances can be observed in Figure 1, few motivational factors acquire specific nuances depending to the socio-cultural context the group of learners is immersed into.

**Figure 1.** Motivational orientations in learning English as a FL of Italian and Greek high-school students.

**Greek and Italian Urban High-School Learners: Distinctive Motivational Features.**

It is not just a stereotype that urban environments enhance sharing of ideas and cultures filling the atmosphere with internationality due to the presence of educational centres as universities, of social events and intercultural programs. This kind of context has most likely contributed to arising the two urban groups’ *Ideal L2 Self*. The strong correlation between their *Ideal L2 self* and the *Instrumentality Promotion* focus additionally confirms the relationship between their idealized self-image as “someone who is able to speak English” (Appendix A, item 3) with international friends and colleagues and their hope for a good job in the near future (item 1 and 2).
Conversely, further observation of median and correlational results suggests a higher orientation of the Greek group in terms of Integrativeness with the English speaking community, yet below the range suggested by Dörnyei (2010) and the Asian studies (Taguchi et al., 2009; You and Dörnyei, 2014). However, both Greek and Italian urban samples expressed interest in English to know more about the culture and art of its speakers and because they liked the language “a lot” (items 11 and 13). Yet, only the Greek respondents claimed they wanted to identify with speakers of English which may be an implication of Greek people’s strong need to find new opportunities in English speaking countries or a consequence of Greek teenagers’ early learning experience in language schools (Frontistiria). On the other hand, most Italian participants disagreed that they learned English “to become similar to the people who speak English” (item 12). Evidently, the Italian people’s late ‘Americanization process’ and their strong cultural and nationalistic identity (Pulcini, 1997) are still of some influence. Despite the relatively low median values of the Italian urban Integrativeness factor, correlation results reinforce its mediating role among motivational variables (Dörnyei, 2010).

As stated in the previous section, Greek and Italian parents encourage their children to study, use and practice English. In the specific case of Greek urban learners it was found that their Ought-to L2 Self, that is to say their sense of responsibility and duties, is closely related to their parents’ encouragement and expectations and to preventing unsuccessful outcomes in their studies and future career (Instrumentality Prevention). Conversely, findings related to the Italian urban respondents’ Ought-to L2 Self suggest that also their demanding school environment contribute in arising their motivation in learning English as a foreign language. Actually, Italian participants agreed to statements as “I have to learn English because I don’t want to fail the English course” (item 29) or get bad marks (items 30 and 33).

**Italian Urban and Rural High-School Learners: Distinctive Motivational Features.**

As represented in summary tables 1 to 5 and in Figure 1, Italian urban and rural students’ motivational orientations in learning English as a FL share some features common to all surveyed participants - as discussed above - but also display some distinctive aspects. In the first instance, the median values of Instrumentality Promotion recorded slightly lower (Mdn=3.65) among rural learners which is also confirmed by their lower predisposition to learn English in order to study abroad and to work globally (items 19, 24, 29). Secondly, the strongest deviation was recorded in the Ideal L2 Self framework. In the specific, the Italian rural students claimed they hardly could imagine themselves as being able “to speak English with international friends and colleagues” (items 2 and 3). It is most likely that the above-mentioned finding reflects the influence their socio-cultural environment has exerted on their FLL motivation. Actually, the urban participants live and study in a village 16.5 kilometres from the urban environment where the second survey took place. Thus, they supposedly have reduced possibilities to connect with a more stimulating socio-cultural setting unless they travel to the city in afternoon hours and at weekends. Moreover, no Language Schools, to the best of our knowledge, offer services in the vicinity, thus reducing the rural surveyed students’ contact with the English language. To conclude, the specific socio-economic identity of the area is founded on
agricultural family activities where the young generation has been raised, an aspect that may have influenced the rural respondents’ Ideal L2 Self that recorded quite low (Mdn=3.3) compared to the urban sample.

Analysing the role of the Integrativeness factor in both Italian groups, results displayed a lower median value compared to the Greek sample although in the Italian rural one coefficients recorded high indices of correlation with the Ideal L2 Self variable. Surprisingly enough, all the motivational variables from the rural high-school students’ questionnaires correlated above \( r=0.50 \) among each other despite the relatively low medians of most grouped factors. This phenomenon might be interpreted as the reflection of the rural sample’s sensitivity to all inputs received from their social environment (school and family) and from the virtual, more internationally oriented reality they are immersed into (e.g. the internet and the media).

As discussed previously, the Family Encouragement factor showed approximately the same median value in all groups. Yet, correlational analysis suggests again some differences. In the specific, it was found that parents’ influence arise the rural learner’s FLL motivation for ‘prevention’ reasons. Students from an Italian country village seem to be highly encouraged by their families (correlation Parental Encouragement/Instrumentality Prevention), an aspect that was not recorded among urban respondents who mainly revealed to study English “because [they] don’t want to get bad marks” (item 30) as they are constantly worried of ‘losing face’ (correlation Instrumentality Prevention/Ought-to L2 Self).

Worth of further notice is the Instrumentality Promotion/Prevention correlation that in the rural group recorded high (\( r=0.57 \)). This unexpected finding appears to subvert relationships tested in former studies employing the ‘L2 Motivational Self System’ model. This result could furthermore be interpreted observing responses from the questionnaire (Appendix A) and in the light of their socio-cultural milieu. Despite their frail image of themselves as future speakers of English (Ideal L2 Self), their awareness that English is important for practical reasons might have been raised by their school’s ‘language friendly’ activities and projects as well as by the globalised virtual reality they are everyday immersed into.

6. Conclusion

Drawing on a small-scale study, the present paper reported on the motivational drive of Greek and Italian high-school learners of English from urban and rural contexts. Results highlighted that no important motivational differences characterise the three groups of learners. In the first place, it was found that the respondents’ national and socio-cultural identity had a medium-size effect on those motivational variables that were initially expected to diverge. Comparison between the Greek and Italian group from an urban environment showed that they share the same degree if idealized L2 image, travel orientation, and parental encouragement as well as the belief that English is important for their life opportunities (Instrumental Orientation). In terms of Integrativeness, that Gardner’s pioneering studies pointed out as the primary motivational factor in learning a second/foreign language, the two groups of Italian students (urban and rural) showed to slightly diverge with the Greek group expressing a major interest in learning English so to become similar to English-speaking people. Nevertheless, an unexpected phenomenon could be observed. The assessed
correlation of the integrative factor with the learners’ ideal L2 Self did not reveal an important relationship as previously found by Dörnyei and his followers. We are most probably assisting to a variation of the traditional concept of Integrativeness, i.e. to a representation of the learner’s hopes and desires to become part of the English-speaking international and globalised community.

While parents’ encouragement seems to have an effect on the motivational orientation of all groups of Italian and Greek respondents with some minimal contextual variations emerging from correlational analysis, other interesting differences were noted. Italian learners from the country village school showed to have a feeble image of themselves using English in the future, as well as a not well-defined feeling of integration with the target language community they also shared with their urban counterparts, which denotes a motivational characteristic specific of Italian high-school learners of English.

Overall, most hypotheses in response to RQ1, RQ2 and RQ3 were not confirmed, revealing that socio-cultural diversities may have a middle-size effect on the surveyed language learners, who resulted highly motivated to travel internationally as well as instrumentally oriented, although the Italian rural group recorded slightly below average in some factors. Consequently, findings suggest that motivation of the surveyed samples could most likely be ascribed to their schools’ ‘internationally oriented’ and ‘language friendly’ identity and to their families’ encouragement, which as discussed earlier represent some of the samples’ common features.

Although of small contribution and subject to several limitations due to time availability and technical circumstances, the present project may serve as a baseline for future research in the field. In terms of limitations, the participation of Greek students from public school environments (urban and rural) would have definitely been more indicative and meaningful, as it would have represented the entire Greek teenage population. Similarly, comparing Greek and Italian respondents from public rural high-school environments might have provided a broader and more complete picture of motivation in learning English in the areas of focus. Likewise, it could have been advisable also to assess the Learning Experience and Intended Effort of the three groups of samples as well as their appreciation of the language teacher. In order to avoid possible ethical issues and request additional approval from families and principals, it was decided that the above-mentioned variables be measured in future research via a qualitative method, i.e. through face-to-face interviews.

Results of the present study may find application in various fields of Applied Linguistics and in the ELT classroom: planning activities that meet the language learner’s interests and life objectives should be one of the ELT teacher’s primary concerns to motivate pupils. More broadly, it is advisable that language school syllabuses and programs be designed with the aim of meeting the learners’ identity, needs and life expectations, thus arising their motivation. This goal may also be achieved introducing FLL motivation research as a praxis at the beginning of each school cycle so to adapt language curricula and activities to the specific socio-cultural and socio-psychological identity of the ELT classroom.

Concluding, within the European Union’s requirements and perspectives, the present study may suggest that Greek and Italian high schools involve a greater number of teenagers in projects such as ErasmusPlus, Intercultura or MUN (Model United Nations) in order to raise their international posture (Yashima, 2002).
Accordingly, it may be recommended that Content Language and Integrated Learning (CLIL) be implemented in all English language syllabuses and upper secondary schools’ ELT programs so to increase students’ specific language competence while satisfying their interest in learning English for practical reasons. Overall, Greek and Italian teenagers revealed motivated in learning English as a FL in order to integrate with the international community and broaden their life perspectives.
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### Appendix A – Summary table of the 51 questionnaire items’ mean, median and standard deviation from all three groups’ responses.

<table>
<thead>
<tr>
<th>ITEM NO</th>
<th>GREECE</th>
<th>ITALY URBAN</th>
<th>ITALY RURAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>Ideal L2 Self</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>3.8333</td>
<td>4.0526</td>
<td>(1.02786)</td>
</tr>
<tr>
<td>2.</td>
<td>4.1500</td>
<td>3.7193</td>
<td>(0.79883)</td>
</tr>
<tr>
<td>3.</td>
<td>4.2167</td>
<td>3.8246</td>
<td>(0.84556)</td>
</tr>
<tr>
<td>Ought-to L2 Self</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>2.2833</td>
<td>2.0000</td>
<td>(0.99305)</td>
</tr>
<tr>
<td>5.</td>
<td>3.7167</td>
<td>2.9282</td>
<td>(0.88474)</td>
</tr>
<tr>
<td>6.</td>
<td>2.6333</td>
<td>2.4561</td>
<td>(1.11942)</td>
</tr>
<tr>
<td>7.</td>
<td>3.8833</td>
<td>3.7895</td>
<td>(1.07501)</td>
</tr>
<tr>
<td>Travel Orientation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>4.4167</td>
<td>4.3860</td>
<td>(0.67124)</td>
</tr>
<tr>
<td>9.</td>
<td>3.6667</td>
<td>4.0702</td>
<td>(0.98577)</td>
</tr>
<tr>
<td>10.</td>
<td>4.3500</td>
<td>4.2807</td>
<td>(0.68458)</td>
</tr>
<tr>
<td>General Integrativeness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td>4.0333</td>
<td>3.7193</td>
<td>(0.84305)</td>
</tr>
<tr>
<td>12.</td>
<td>2.5333</td>
<td>2.1579</td>
<td>2.2963</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>3.0000</td>
<td>2.0000</td>
<td>2.0000</td>
</tr>
<tr>
<td></td>
<td>(1.11183)</td>
<td>(0.95971)</td>
<td>(1.02109)</td>
</tr>
<tr>
<td>13.</td>
<td>I like English a lot.</td>
<td>4.0000</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.10469)</td>
<td>(0.87179)</td>
</tr>
<tr>
<td></td>
<td>Cultural Interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.</td>
<td>I want to learn English because I like the music of English-speaking countries.</td>
<td>3.6833</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.14228)</td>
<td>(1.19680)</td>
</tr>
<tr>
<td>15.</td>
<td>I want to learn English because I like watching films in English.</td>
<td>4.0167</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.87317)</td>
<td>(1.04982)</td>
</tr>
<tr>
<td>16.</td>
<td>I want to learn English because I am interested in reading English magazines, newspapers, or books.</td>
<td>3.7333</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.05552)</td>
<td>(0.98421)</td>
</tr>
<tr>
<td>17.</td>
<td>I like TV programmes made in English-speaking countries.</td>
<td>4.0500</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.81146)</td>
<td>(1.11915)</td>
</tr>
<tr>
<td></td>
<td>Instrumentality Promotion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.</td>
<td>I want to learn English to be able to surf the net without too many language barriers.</td>
<td>3.7333</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.89947)</td>
<td>(1.01985)</td>
</tr>
<tr>
<td>19.</td>
<td>Studying English can be important to me because I think it will someday be useful in getting a good job.</td>
<td>4.5000</td>
<td>5.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.65094)</td>
<td>(0.57025)</td>
</tr>
<tr>
<td>20.</td>
<td>Studying English is important to me because English proficiency is necessary for promotion in the future.</td>
<td>4.1333</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.70028)</td>
<td>(0.71766)</td>
</tr>
<tr>
<td>21.</td>
<td>Studying English is important to me because with English I can work globally.</td>
<td>4.4500</td>
<td>4.5000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.59447)</td>
<td>(0.78080)</td>
</tr>
<tr>
<td>22.</td>
<td>Studying English is important because with a high level of English proficiency I will be able to make a lot of money.</td>
<td>3.5667</td>
<td>3.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.98060)</td>
<td>(0.75882)</td>
</tr>
<tr>
<td>23.</td>
<td>Studying English can be important to me because I think I’ll need it for further studies.</td>
<td>4.5500</td>
<td>5.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.62232)</td>
<td>(0.70088)</td>
</tr>
<tr>
<td>24.</td>
<td>Studying English is important to me because I am planning to study abroad.</td>
<td>3.9333</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.88042)</td>
<td>(0.99749)</td>
</tr>
<tr>
<td>25.</td>
<td>I study English in order</td>
<td>3.8500</td>
<td>3.2632</td>
</tr>
<tr>
<td>#</td>
<td>Statement</td>
<td>Score 4.0000</td>
<td>Score 3.0000</td>
</tr>
<tr>
<td>----</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------</td>
<td>---------------</td>
</tr>
<tr>
<td>26.</td>
<td>Studying English is important to me in order to achieve a special goal (e.g. to get a degree).</td>
<td>4.2000</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.65871)</td>
<td>(0.88570)</td>
</tr>
<tr>
<td>27.</td>
<td>The things I want to do in the future require me to use English.</td>
<td>3.8667</td>
<td>4.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.99943)</td>
<td>(0.86167)</td>
</tr>
<tr>
<td>28.</td>
<td>Studying English is important to me because it offers a new challenge in my life.</td>
<td>3.7333</td>
<td>3.8246</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.91812)</td>
<td>(0.88888)</td>
</tr>
<tr>
<td></td>
<td><strong>Instrumentality Prevention</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29.</td>
<td>I have to learn English because I do not want to fail the English course.</td>
<td>2.6000</td>
<td>2.8947</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.13794)</td>
<td>(1.02964)</td>
</tr>
<tr>
<td>30.</td>
<td>I have to study English because I do not want to get bad marks in it.</td>
<td>2.5667</td>
<td>2.7193</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.06352)</td>
<td>(1.03085)</td>
</tr>
<tr>
<td>31.</td>
<td>Studying English is important to me, because I would feel ashamed if I got bad grades in English.</td>
<td>2.6333</td>
<td>2.4386</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.05713)</td>
<td>(1.01801)</td>
</tr>
<tr>
<td>32.</td>
<td>Studying English is important to me because, if I do not have knowledge of English, I will be considered a weak learner.</td>
<td>2.6833</td>
<td>2.3509</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.03321)</td>
<td>(1.00873)</td>
</tr>
<tr>
<td>33.</td>
<td>Studying English is necessary for me because I do not want to get a poor score or a fail mark in English proficiency tests.</td>
<td>3.0667</td>
<td>3.1053</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.20545)</td>
<td>(1.09682)</td>
</tr>
<tr>
<td>34.</td>
<td>I have to study English; otherwise. I think I cannot be successful in my future career.</td>
<td>3.4667</td>
<td>3.4737</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.08091)</td>
<td>(0.98389)</td>
</tr>
<tr>
<td>35.</td>
<td>Studying English is important to me because I do not like to be considered poorly educated person.</td>
<td>3.0833</td>
<td>3.0175</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.26614)</td>
<td>(1.06051)</td>
</tr>
<tr>
<td></td>
<td><strong>Interest in the English Language</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36.</td>
<td>I feel excited when hearing English spoken.</td>
<td>3.6167</td>
<td>3.4912</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.99305)</td>
<td>(0.68460)</td>
</tr>
<tr>
<td>37.</td>
<td>I am interested in the way English is used in conversation</td>
<td>3.9833</td>
<td>3.9825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.89237)</td>
<td>(0.79037)</td>
</tr>
<tr>
<td>38.</td>
<td>I find the difference</td>
<td>3.4833</td>
<td>3.2982</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.99305)</td>
<td>(0.79037)</td>
</tr>
<tr>
<td>Between vocabulary of my native language and English vocabulary interesting. (0.89237)</td>
<td>(0.98134)</td>
<td>(0.97272)</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>I really enjoy learning English. 4.0000 (1.10916)</td>
<td>3.7368 4.0000 (0.97333)</td>
<td>3.5185 4.0000 (1.00453)</td>
<td></td>
</tr>
<tr>
<td>I like the rhythm of English. 3.6333 4.0000 (0.99092)</td>
<td>3.4737 3.0000 (0.86819)</td>
<td>3.1852 3.0000 (0.99193)</td>
<td></td>
</tr>
</tbody>
</table>

### Parental Encouragement

| 41. My parents encourage me to study English. 4.1167 4.0000 (0.64022) | 4.2456 4.0000 (0.85106) | 3.9815 4.0000 (0.87934) |
| 42. My parents encourage me to take every opportunity to use my English (e.g. speaking and reading). 4.0167 4.0000 (0.89237) | 3.8947 4.0000 (0.93892) | 3.5370 4.0000 (1.11106) |
| 43. My parents encourage me to practice my English as much as possible. 4.0167 4.0000 (0.77002) | 3.9474 4.0000 (1.09252) | 3.7963 4.0000 (0.97863) |
| 44. My parents encourage me to attend extra English classes after class (e.g. at English language schools). 3.3000 3.5000 (1.16880) | 3.4035 4.0000 (1.06670) | 2.8148 3.0000 (1.02927) |
| 45. My family put a lot of pressure on me to study English. 2.4667 2.0000 (1.15666) | 2.7719 3.0000 (1.10223) | 2.9630 3.0000 (1.04544) |
| 46. My parents/family believe(s) that I must study English to be an educated person. 3.3833 3.0000 (1.02662) | 3.3684 3.0000 (1.06287) | 3.3704 3.0000 (1.10596) |

### Attitudes towards the L2 Community

| 47. I like to travel to English-speaking countries. 4.1667 4.0000 (0.82681) | 4.1754 4.0000 (0.84775) | 3.8333 4.0000 (1.05955) |
| 48. I like the people who live in English-speaking countries. 3.6167 3.5000 (0.88474) | 3.4561 3.0000 (0.82527) | 3.3333 3.0000 (1.00939) |
| 49. I like meeting people from English-speaking countries. 4.0000 4.0000 (0.80254) | 3.9649 4.0000 (0.90564) | 3.7778 4.0000 (1.05806) |
| 50. I would like to know more about people from English-speaking countries. 3.6333 4.0000 (0.93820) | 3.4737 3.0000 (0.92785) | 3.3333 4.0000 (1.00939) |
| 51. I am very interested in the values and customs of other cultures. 3.9000 4.0000 (0.93337) | 3.6491 4.0000 (1.02628) | 3.4259 3.0000 (1.02058) |
Appendix B - Summary table of participants who had a native teacher of English, an experience abroad for more than three months and participated to abroad school projects (part 2 of the questionnaire).

<table>
<thead>
<tr>
<th></th>
<th>Native English teacher</th>
<th>Period abroad</th>
<th>School projects abroad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greek urban</td>
<td>33 students (55%)</td>
<td>7 students (11.7%)</td>
<td>35 students (58.3%)</td>
</tr>
<tr>
<td>Italian urban</td>
<td>29 students (50.9%)</td>
<td>4 students (7%)</td>
<td>14 students (24.6%)</td>
</tr>
<tr>
<td>Italian rural</td>
<td>37 students (68.5%)</td>
<td>3 students (5.6%)</td>
<td>15 students (27.8%)</td>
</tr>
</tbody>
</table>
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